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Abstract

We consider the Cauchy problem of massless Dirac-Maxwell equations on an asymptotically
flat background and give a global existence and uniqueness theorem for initial values small in
an appropriate weighted Sobolev space.
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1 Introduction, terminology, state of the art, main result

Electrodynamics and its coupling to matter is, on a fundamental level, described by Dirac-Maxwell
systems. Whereas the vast majority of physicists is convinced nowadays that the truly fundamental
description is not classical but a quantum field theory, most quantization schemes do take some
profit from a knowledge of the space of global solutions of the classical equations. Moreover, some
quantization procedures (as the quantization via Fock spaces in a perturbative and geometric
quantization in a nonperturbative manner) are even based conceptually on this space. Therefore
classical global solvability of the equations is an important question in this context.
The setup for the entire article is the following: Consider a globally hyperbolic spin manifold
(M, g) and a trivial U(1)-principal bundle π : E → M . Let A be a U(1)-principal bundle con-
nection form on π, or equivalently, an invariant iR-valued one-form on E. We will assume in
the following that M is simply-connected in which case it is well-known that we can regard A
as a real-valued one-form on M . We denote the standard spinor bundle by σ : Σ → M . Then
any one-form A induces a covariant derivative ∇A on σ by ∇AX(ψ) := ∇Xψ + iA(X)ψ. Conse-
quently, we have for the corresponding Dirac operators DA := i

∑n
j=0 εjej · ∇Aej and D := D0

the relation DAψ = Dψ − A · ψ. Now the Dirac-Maxwell Lagrangian LTS (DM), for two

Cauchy surfaces S, T of (M, g) is a functional on Γ(
⊕N

l=1 σ)⊕Ω1(M) defined as LTS (DM)(ψ,A) =
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∫
I+(S)∩I−(T )

LDM (ψ ⊕ A) where LDM is the Dirac-Maxwell Lagrangian density for N par-

ticles of charges sgn(µ1)
√
|µ1|, . . . , sgn(µN )

√
|µN | and masses m1, . . . ,mN denoted as LDM

and defined by (writing ψ = (ψ1, . . . , ψN ))

LDM (ψ ⊕A) :=
1

4
tr(FA ∧ FA) +

N∑
l=1

1

2
(〈DµlAψl, ψl〉+ 〈ψl, DµlAψl〉)−

N∑
l=1

ml〈ψl, ψl〉,

The critical values of the Lagrangian are exactly the preimages of zero under the operator PDM
given by

PDM (ψ1 ⊕ ...⊕ ψN ⊕A) = (Dµ1Aψ1 −m1ψ
1, . . . , DµNAψN −mNψ

N , d∗F − Jψ),

where Jψ(X) :=
∑N
l=1 µl · jll(X) and jkl(X) := 〈X · ψk, ψl〉. If ψk and ψl have equal mass

and charge, then it is easy to see that d∗jkl = 0, thus in particular Jψ is divergence-free for
(ψ,A) ∈ P−1

DM (0). In the sequel, we shall call a pair (ψ = (ψ1, . . . , ψN ), A) as above a solution to
the Dirac-Maxwell equation if (ψ,A) ∈ P−1

DM (0), that is, if

DµlAψl = mlψ
l, l = 1, . . . , N and d∗dA = Jψ.

The massless Dirac-Maxwell equation is the Dirac-Maxwell equation with m1 = . . . = mN = 0.

Let us first shortly review the state of the art on this subject. Considering the fact that the mass-
less Dirac-Maxwell equation is in dimension 4 conformally invariant, Christodoulou and Choquet-
Bruhat [5] show existence of solutions of Dirac-Yang-Mills-Higgs solutions on four-dimensional
Minkowski space with initial values small in weighted Sobolev spaces. The weights they use come
from certain conformal rescalings. One could try to apply their result to Maxwell-Dirac Theory,
but, as we are going to explain in the next paragraph, this is only possible if we extend their set-
ting to a system of finitely many particles whose charge changes sign and of vanishing mass each.
Psarelli [17], in contrast, treated the question of Dirac-Maxwell equations with or without mass on
R1,3 (not in terms of connections modelling potentials, but in terms of curvature tensors modelling
field strength1), with results of the form: If C is any compact subset of a Cauchy surface S of
R1,3 then there is a number a depending on C such that, if some initial values I such that (among
others) the spinor part is supported in C have Sobolev norm smaller than a, then there is a global
solution with initial values I. In the massless case, this result is of course strictly weaker than
the weighted Sobolev result. Georgiev [14] established the global existence for massless or massive
Maxwell-Dirac solutions for initial data sufficiently small in some weighted Sobolev norm in R1,3.
The aim of the present article is to generalize Georgiev’s results to the case of asymptotically flat
spacetimes.

Choquet-Bruhat and Christodoulou, in their approach [5] to the problem, consider a more general
setting by adding another dynamical field, namely the Higgs field providing a mass of some sort2

1Recall, however, that the Aharanov-Bohm effect shows that rather than the electromagnetic fields, the potentials
play the more fundamental role in electrodynamics

2i.e., the coupling can be chosen in such a way that any solution with constant Higgs field gives rise to a solution
to the massive Dirac equation.
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and governed itself by the Laplace-d’Alembert operator. Now, if we want to represent the Maxwell-
Dirac equation in their setting we have to choose the Higgs field as a constant field. As a good decay
of the Higgs field is imposed, the only possible choice is zero, obtaining massless Dirac-Maxwell
theory. Also the other fields are assumed to have an extension to the conformal compactification,
which is the Einstein cylinder in that case. But this leaves us with pure Maxwell theory, as
will be proven in Proposition 2.3 at the end of Section 2. This problem was apparently known
to the authors of [5] and was actually the reason for introducing the Higgs field in their setting
[6]. Our method, as well as Choquet-Bruhat’s and Christodoulou’s, needs a good decay of the
electromagnetic fields (we consider the fields in a conformally compactified spacetime), thus we
assume neutrality of the setting, that is, we consider from the beginning more than one particle
and assume the total charge

∫
S
Jψ(ν) to vanish, where S is a Cauchy hypersurface with future-

directed unit normal ν; note that the total charge is independent of the choice of the Cauchy surface
due to jl being divergence-free. If all µl are nonzero, this assumption is of course only satisfiable
if there are at least two µl of opposite sign. Considering the fact that the constraint equation in
Theorem 1.1 describe the transition of the Dirac-Maxwell system to a symmetric hyperbolic system
(whose local initial value problem is well-posed), the obstruction of Proposition 2.3 imply that a
solution to the constraint equations for a constellation with nonvanishing total charge cannot be
extended conformally.

Choquet-Bruhat’s and Christodoulou’s method naturally uses the well-known Penrose embedding
of Minkowski space into the Einstein cylinder. In order to explain this embedding, let us first
review some geometric notions as well as introduce some new terminology:
We call a continuous and piecewise C1 curve c in a time-oriented Lorentzian manifold P causal
future iff c′ is causal future on the C1 pieces. We call a subset A of P causally convex if
any causal curve intersects A in the image of a (possibly empty) interval. We call a subset S of
P Cauchy surface iff any C0 inextendible causal future curve intersects S exactly once and a
subset A strongly future precompact iff for any Cauchy surface S of P , the subset J+(S) ∩A
is compact.
Now, let (M, g) and (N,h) be globally hyperbolic Lorentzian manifolds, where g, h are supposed
to be Ck metrics for some k ∈ N \ {0} (this reduced regularity is essential for our purposes!).
An open conformal embedding f ∈ Ck(M,N) is said to Ck-extend g conformally or to be a
Ck−conformal extension of (M, g) iff f(M) is causally convex and strongly future precompact.
A globally hyperbolic manifold (M, g) is, called Ck-extendable for k ∈ N ∪ {∞} iff there is a
Ck-conformal extension of (M, g) into a globally hyperbolic manifold.
Whereas Choquet-Bruhat and Christodoulou work with the Penrose embedding which is a C∞-
conformal extension of the entire spacetime, it turns out that, in order to generalize the result
by Choquet-Bruhat and Christodoulou, we have to generalize our notion of conformal compacti-
fication in a twofold way. First, only the timelike future of a Cauchy surface will be conformally
embeddable with open image; furthermore, we have to relax the required regularity of the metric of
the target manifolds from C∞ to Ck. The reason for the second generalization is that we want to
include maximal Cauchy developments (g,Φ) of initial values for Einstein-Klein-Gordon theories
that satisfy decay conditions at spatial infinity only for finitely many derivatives (controlled by a
single weighted Sobolev norm). Thus one cannot control higher derivatives at future null infinity.
Consequently, as in order to show critical regularity, we have to admit conformal extensions of
(M, g) that are not smooth but only Ck, we need to show a version of the usual existence theorem
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for symmetric hyperbolic systems for coefficients of finite regularity. This is done in the Appendix.

The second modification is due to the fact that the extension via the Penrose embedding into
the Einstein cylinder can, of course, be generalized in a straightforward manner to every compact
perturbation of the Minkowski metric. But compact perturbations of Minkowski metric are not
very interesting metrics from a physical point of view, as (with interactions like Maxwell theory
satisfying the dominant energy condition) a nonzero energy-momentum tensor necessarily entails a
positive mass of the metric. And a positive mass of the metric, in turn, is an obstacle to a smooth
extension in spatial direction due to the Penrose peeling criterion, for a discussion of this problem
see [15, pp. 180-181]. Thus we have necessarily a singularity in the surrounding metric at the
spacelike infinity i0, so we have to restrict to the timelike future of a fixed Cauchy surface.

Results by Anderson and Chruściel (cf. [2, Theorems 5.2, 6.1 & 6.2]), improving earlier results
by Friedrich [13] imply that, apart from the — physically less interesting — class of compact
perturbations of Minkowski space, there is a rich and more realistic class of manifolds which is
C4-extendable in the sense above, namely the class of all static initial values with Schwarzschildian
ends and small initial values in an appropriate Sobolev space — see also the article of Corvino
on this topic [8]. This space of initial values is quite rich, which can be seen by the conformal
gluing technique of Corvino and Schoen [9]. This holds in any even dimension. And in the case
of a four-dimensional space-time manifold, there is, in fact, an even larger class of initial values
satisfying the conditions of our global existence theorem which is given by a smallness condition to
the Einstein initial values in a weighted Sobolev space encoding a good asymptotic decay towards
Schwarzschild initial data, cf. the remark following Theorem 6.2 in [2] and the remarks following
Theorem 2.6 in [10]. The maximal Cauchy development of any such initial data set carries even
a Cauchy temporal function t such that for all level sets Sa := t−1({a}) of t, I±(Sa) are both
C4-extendable and thus satisfy even the stronger assumption of Theorem 1.2. 3

The central insight presented in this article is that the above mentioned weakened notion of con-
formal extension suffices to establish — however slightly less explicit — weighted Sobolev spaces
of initial values allowing for a global solution. More precisely, our main theorem is the following:

Theorem 1.1 (Main theorem) Let (M, g) be a 4-dimensional globally hyperbolic spacetime with
a Cauchy hypersurface S′ such that I+(S′) is C4-extendable in a globally hyperbolic spacetime (N,h)
and let u ∈ C∞(M) with e2ug = h. Let PDM be the massless Dirac-Maxwell operator for a finite
number of fermion fields. Then, for any Cauchy hypersurface S ⊂ I+(S′) of N , there is a weighted
W 4,∞ neighborhood U of 0 in π|S such that there is a solution (ψ,A) of PDM (ψ,A) = 0 in all
of I+(S) for every initial value in U with zero total charge w.r.t. S and satisfying the constraint

3This is a remarkable fact as it is a first approach to the question whether Einstein-Dirac-Maxwell theory is stable
around zero, as the stability theorems imply that Einstein-Maxwell theory is stable around zero initial values for
given small Dirac fields, and our main result implies that Maxwell-Dirac Theory is stable around zero for maximal
Cauchy developments of small Einstein initial values.
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equation

0 =
1

β
A1(

∂

∂t
)−

3∑
j=1

(∇ejA0)(ej) (1.1)

0 = −(∇tan)∗∇tanA0(
∂

∂t
)−

3∑
j=1

∇ejA1(ej)−
1

2β
trgt(

∂gt
∂t

)A1(
∂

∂t
) +

1

β
A1(gradgt(β(t, ·)))

+
1

2β
∇gradgt (β(t,·))A0(

∂

∂t
) +

1

2
gt(∇tanA0,

∂gt
∂t

) + ricM (
∂

∂t
, A]0) +

N∑
l=1

µljψl0(
∂

∂t
), (1.2)

where (∇tan)∗∇tan :=
∑n−1
j=1 ∇∇Stej ej−∇ej∇ej , A0 := A|S0 ∈ Γ(T ∗M|S0 ), A1 := ∇A

∂t |S0
∈ Γ(T ∗M|S0 )

and ψl0 := ψl|S0
∈ Γ(σ|S0 ), where the metric h = e2ug = −βdt2 + gt is the one of the extension to

which also the orthonormal basis (ej)j refers, t a time function with S = S0 = t−1({0}) and the
spinors for two conformally related metrics are identified as usual.

Remark: In case β = 1, which can be assumed without loss of generality by the existence of Fermi
coordinates w.r.t. h in a neighbourhood of S, the constraint equations (1.1) simplify to

0 =
∂

∂t

(
A(

∂

∂t
)

)
+ d∗S(AS) + (n− 1)H ·A(

∂

∂t
)

0 = −∆S

(
A(

∂

∂t
)

)
+ d∗S

(
∇A
∂t S

)
− 3gt(∇SAS ,W ) +A(d∗SW ) + 2|W |2A(

∂

∂t
) + ricM

(
∂

∂t
, A]
)

+

N∑
l=1

µljψl0(
∂

∂t
),

where AS := ι∗SA ∈ Γ(T ∗S), ∇A∂t S := ι∗S
∇A
∂t ∈ Γ(T ∗S), W := 1

2g
−1
t

∂gt
∂t is the Weingarten map of

ιS : S ↪→M , H := 1
n−1 tr(W ) is its mean curvature and ψl0 := ψl|S ∈ Γ(σ|S ).

We can derive as an immediate corollary for the case that M has a Cauchy temporal function t
all of whose level sets are “extendable in both directions”. Here it is important to note that every
conformal extension I induces a constraint equation CI as above. Then we obtain:

Theorem 1.2 Let (M, g) be a 4-dimensional globally hyperbolic manifold with a Cauchy temporal
function t such that for all level sets Sa := t−1({a}) of t, I±(Sa) are both C4-extendable by a
conformal extension I±(a). Then for every Cauchy surface S such that t|S is bounded, and for any
initial values satisfying the neutrality and the constraint equations CI−(e), CI+(f) for e > sup t(S),
f < inf t(S) and small in the respective Sobolev spaces, there is a global solution on M to the
massless Dirac-Maxwell system above extending those initial values. 2

The method we use allows to treat also other equations than the massless Dirac-Maxwell equations,
as long as they display an appropriate conformal behaviour and are gauge-equivalent to a semilinear
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symmetric hyperbolic system admitting a global solution (cf. Appendix). In particular, Dirac-
Yang-Mills-Higgs systems as in Choquet-Bruhat’s and Christodoulou’s article should be treatable
in a similar manner.

For the physically interested reader, we make precise what would have to be done to connect our
setting to proper QED. First of all, one should build up the n-particle space as the vector space
generated as an exterior product by all classical solutions that are totally antisymmetric under
permutations of different spinor fields of equal mass and charge to obtain the usual fermionic
commutation relations. Expanding in a basis of Span(ψ1, . . . , ψN ) which is orthonormal w.r.t. the
conserved L2 scalar product (ψ, φ) :=

∫
S
jψ,φ(ν) (where ν is the normal vector field of a Cauchy

surface S), we see we can w.r.o.g. assume that the spinor fields form a (· , ·)-orthogonal system. If
we have initial values at S in appropriate Sobolev spaces satisfying this condition, it will be true
for the corresponding solution any other Cauchy surface due to the divergence-freeness of the jψ,φ.
The neutrality condition

∫
S
Jψ(ν) = 0 is in the case of an orthonormal system of spinors equivalent

to the condition
∑N
l=1 µl = 0. Moreover, in that case, Jψ can be seen as the expectation value of

the quantum-mechanical Dirac current operator, cf. [12, Sec. 3]. In the end, one would also need
to quantize the bosonic potential A. Furthermore, one should consider the sum of all n-particle
spaces to include phenomena like particle creation, particle annihilation, and also possibly the
Dirac sea.

In a subsequent work, we will furthermore examine the question whether the solutions of the
constraint equations of fixed regularity intersected with any open ball around 0 always form an
infinite-dimensional Banach manifold.

The article is structured as follows: The second section recalls well-known facts on transformations
under which the Dirac-Maxwell equations display some sort of covariance, proves Proposition 2.3
and derives the constraint equations used in Theorem 1.1. The third section is devoted to a proof
of the main theorem, and the last section is an appendix transferring standard textbook tools for
symmetric hyperbolic systems to the case of coefficients of finite (i.e., Ck) regularity needed here,
a result that should be known more or less by experts on the fields already and for which we do
not claim originality by any means.

2 Invariances of the Dirac-Maxwell equations

Let us first recall important well-known invariances of the Dirac-Maxwell equation:

Lemma 2.1 Let (ψ,A) be a solution of the Dirac-Maxwell equations on a spin spacetime (Mn, g).

1. (Gauge invariance) For any f ∈ C∞(M,R), the pair (ψ′ := (e−iµ1fψ1, . . . , e−iµNfψN ), A′ :=
A+ df) solves again the Dirac-Maxwell equations on (Mn, g).

2. (Conformal invariance) If n = 4, then for any u ∈ C∞(M,R), the pair (ϕ := e−
3
2uψ,A)

solves DµlA
g ϕl = mle

−uϕl and d∗gdA =
∑n
l=1 µljϕl on (Mn, g := e2ug), where ψ 7→ ψ,

SgM ⊗ E → SgM ⊗ E, denotes the natural unitary isomorphism induced by the conformal

6



change of metric. In particular, in dimension 4, the Dirac-Maxwell equations are scaling-
invariant and the massless Dirac-Maxwell equations are even conformally invariant.

Proof. Both statements follow from elementary computations. For the sake of simplicity, we
perform the proof only for N = 1 and q = 1.
1. By definition of the Dirac operator, we have DA′ = DA − df ·,

DA′ψ′ = (DA − df ·)(e−ifψ)

= i · (−ie−ifdf) · ψ + e−ifDAψ − e−ifdf · ψ
= mψ′

and d∗dA′ = d∗dA+ d∗d2f = d∗dA = jψ = jψ′ .
2. First, we compute, for all tangential vector fields X,Y, Z and every 2-form ω on Mn:

(∇gXω)(Y,Z) = X(ω(Y,Z))− ω(∇gXY,Z)− ω(Y,∇gXZ)

= X(ω(Y,Z))− ω
(
∇gXY +X(u)Y + Y (u)X − g(X,Y )gradg(u), Z

)
−ω

(
Y,∇gXZ +X(u)Z + Z(u)X − g(X,Z)gradg(u)

)
= (∇gXω)(Y,Z)− 2X(u)ω(Y,Z)− Y (u)ω(X,Z) + Z(u)ω(X,Y )

+g(X,Y )ω(gradg(u), Z)− g(X,Z)ω(gradg(u), Y ).

We deduce that, for the divergence, we have, in a local g-ONB (ej)0≤j≤n−1 of TM and for every
X ∈ Γ(M,TM),

(d∗gω)(X) = −
n−1∑
j=0

εj(∇gejω)(ej , X)

= −e−2u
n−1∑
j=0

εj(∇gejω)(ej , X)

= −e−2u
n−1∑
j=0

εj

(
(∇gejω)(ej , X)− 2ej(u)ω(ej , X)− ej(u)ω(ej , X) +X(u)ω(ej , ej)︸ ︷︷ ︸

0

+ g(ej , ej)ω(gradg(u), X)− g(ej , X)ω(gradg(u), ej)
)

= e−2u
(

(d∗gω)(X)− (n− 4)ω(gradg(u), X)
)
,

that is, d∗gω = e−2u
(
d∗gω − (n − 4)gradg(u)yω

)
. If in particular n = 4, then d∗gω = e−2ud∗gω, so

that d∗gdA = e−2ud∗gdA. On the other hand, the operator DA is conformally covariant, that is,

DA
g (e−

n−1
2 uψ) = e−

n+1
2 uDA

g ψ, in particular we have

DA
g ϕ = DA

g (e−
n−1
2 uψ)

= e−
n+1
2 uDA

g ψ

= −me−uϕ.
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It remains to notice that, for every X ∈ TM ,

jϕ(X) = 〈X ·g ϕ,ϕ〉
= e−(n−1)u〈X ·g ψ,ψ〉
= e−(n−1)ueu〈X ·g ψ,ψ〉
= e−(n−2)u〈X ·g ψ,ψ〉
= e−(n−2)ujψ(X),

that is, jϕ = e−(n−2)ujψ. We deduce that, for n = 4, we have d∗gdA = e−2ujψ = jϕ, which con-
cludes the proof. �

The Dirac-wave operator PDW is defined by

PDW (ψ1 ⊕ ...⊕ ψN ⊕A) := (DAψ1 −m1ψ
1, . . . , DAψN −mNψ

N ,2A− Jψ),

and the Dirac-wave equation is just the equation PDW (ψ,A) = 0, where 2 := dd∗ + d∗d.

Proposition 2.2 (Lorenz gauge) Let (M, g) be as above.

i) For any solution (ψ,A) of the Dirac-wave equation, 2(d∗A) = 0 holds on M . In particular
d∗A = 0 on M iff (d∗A)|S0 = 0 =

(
∂
∂td
∗A
)
|S0

.

ii) Given any solution (ψ,A) to the Dirac-wave equation, the equations (d∗A)|S0 = 0 =
(
∂
∂td
∗A
)
|S0

are equivalent to

0 =
1

β
A1(

∂

∂t
)−

3∑
j=1

(∇ejA0)(ej) (2.1)

0 = −(∇tan)∗∇tanA0(
∂

∂t
)−

3∑
j=1

∇ejA1(ej)−
1

2β
trgt(

∂gt
∂t

)A1(
∂

∂t
) +

1

β
A1(gradgt(β(t, ·)))

+
1

2β
∇gradgt (β(t,·))A0(

∂

∂t
) +

1

2
gt(∇tanA0,

∂gt
∂t

) + ricM (
∂

∂t
, A]0) +

N∑
l=1

µljψl0(
∂

∂t
), (2.2)

where A0 := A|S0 ∈ Γ(T ∗M|S0 ), A1 := ∇A
∂t |S0

∈ Γ(T ∗M|S0 ) and ψl0 := ψl|S0
∈ Γ(σ|S0 ).

Proof. Let (ψ,A) solve the Dirac-wave equation. Then 2(d∗A) = d∗(2A) = d∗Jψ. But a direct
calculation leads to

d∗jkψ = i
(
〈DAψk, ψk〉 − 〈ψk, DAψk〉

)
= −2Im(〈DAψk, ψk〉),

hence d∗Jψ = 0 as soon as DAψk = mkψ
k with mk ∈ R (or, more generally, if DAψ = Hψ for

some Hermitian endomorphism-field H of σ). This shows 2(d∗A) = 0 and i).
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Next we express the equations (d∗A)|S0 = 0 =
(
∂
∂td
∗A
)
|S0

solely in terms of the initial data A0,

A1 and ψ0. It is already obvious that the first equation (d∗A)|S0 = 0 only depends on A0 (and

its tangential derivatives along S0) and A1, however the second equation
(
∂
∂td
∗A
)
|S0

= 0, which

contains a derivative of second order in t of A, requires the wave equation 2A = Jψ in order to
yield a relationship between the initial data.
Denoting by (ej)1≤j≤3 a local o.n.b. of TS0 and letting e0 := 1√

β
∂
∂t (the future-oriented unit

normal field on S0), we have

d∗A = −
3∑
j=0

εj(∇ejA)(ej)

= (∇e0A)(e0)−
3∑
j=1

(∇ejA)(ej)

=
1

β

∇A
∂t

(
∂

∂t
)−

3∑
j=1

(∇ejA)(ej).

As a first consequence, if we restrict that identity to S0, we obtain

(d∗A)|S0 =
1

β
A1(

∂

∂t
)−

3∑
j=1

(∇ejA0)(ej).

Note here that the second term is in general not the divergence of the pull-back of A0 on S0 since
the second fundamental form of S0 in M may be non-vanishing. Differentiating further, we also
obtain

∂

∂t
d∗A =

∂

∂t

(
1

β

∇A
∂t

(
∂

∂t
)

)
−

3∑
j=1

∂

∂t

(
(∇ejA)(ej)

)
=

1

β

{
− 1

β

∂β

∂t

∇A
∂t

(
∂

∂t
) +
∇2A

∂t2
(
∂

∂t
) +
∇A
∂t

(
∇
∂t

∂

∂t
)

}
−

3∑
j=1

∇
∂t
∇ejA(ej)−

3∑
j=1

∇ejA(
∇ej
∂t

),

where

3∑
j=1

∇
∂t
∇ejA(ej) =

3∑
j=1

∇ej
∇A
∂t

(ej) +∇[ ∂∂t ,ej ]
A(ej) + (R ∂

∂t ,ej
A)(ej)

=

3∑
j=1

∇ej
∇A
∂t

(ej) +∇[ ∂∂t ,ej ]
A(ej)−A(R ∂

∂t ,ej
ej)

=

3∑
j=1

∇ej
∇A
∂t

(ej) +∇[ ∂∂t ,ej ]
A(ej)− ricM (

∂

∂t
, A]).
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Using the equation 2A = Jψ, we express ∇
2A
∂t2 in terms of ψ and of tangential (up to second order)

and normal (up to first order) derivatives of A. Since the metric g has the form g = −βdt2 ⊕ gt,
we can split the rough d’Alembert operator 2∇ (associated to an arbitrary connection ∇ on the
bundle under consideration) under the form

2∇ =

n−1∑
j=0

εj(∇∇Mej ej −∇ej∇ej )

= (
1√
β

∇
∂t

)2 − 1√
β
∇∇M∂

∂t

1√
β
∂
∂t

+

n−1∑
j=1

∇∇⊥ej ej +

n−1∑
j=1

∇∇Stej ej −∇ej∇ej︸ ︷︷ ︸
=:(∇tan)∗∇tan

=
1

β
(
∇
∂t

)2 +
1√
β

∂

∂t
(

1√
β

)
∇
∂t
− 1√

β

∂

∂t
(

1√
β

)
∇
∂t
− 1

β
∇∇M∂

∂t

∂
∂t

+
1

2β
trgt(

∂gt
∂t

)
∇
∂t

+ (∇tan)∗∇tan

=
1

β
(
∇
∂t

)2 − 1

2β2

∂β

∂t

∇
∂t
− 1

2β
∇gradgt (β(t,·)) +

1

2β
trgt(

∂gt
∂t

)
∇
∂t

+ (∇tan)∗∇tan

=
1

β

(
(
∇
∂t

)2 +
1

2
{trgt(

∂gt
∂t

)− 1

β

∂β

∂t
}∇
∂t

)
+ (∇tan)∗∇tan − 1

2β
∇gradgt (β(t,·)), (2.3)

where, as usual, (ej)0≤j≤n−1 denotes a local ONB of TM with e0 = 1√
β
∂
∂t and εj = g(ej , ej) ∈

{±1}, the Levi-Civita connections of (M, g) and (S, gt) are denoted respectively by ∇M and ∇St
and where we have made use of the following identities (which are easy to check using Koszul’s
identity):

∇MX Y = ∇StX Y +∇⊥XY = ∇StX Y +
1

2β

∂gt
∂t

(X,Y )
∂

∂t

for all X,Y ∈ TSt = T ({t} × S) and

∇M∂
∂t

∂

∂t
=

1

2β

∂β

∂t

∂

∂t
+

1

2
gradgt(β(t, ·)).

As a consequence, (2.3) gives

1

β

∇2A

∂t2
=
(
2− (∇tan)∗∇tan

)
A+

1

2β
∇gradgt (β(t,·))A+

1

2β

(
1

β

∂β

∂t
− trgt(

∂gt
∂t

)

)
∇A
∂t

.

If 2A = Jψ, then we deduce that

1

β

∇2A

∂t2
(
∂

∂t
) = Jψ(

∂

∂t
)−(∇tan)∗∇tanA(

∂

∂t
)+

1

2β
∇gradgt (β(t,·))A(

∂

∂t
)+

1

2β

(
1

β

∂β

∂t
− trgt(

∂gt
∂t

)

)
∇A
∂t

(
∂

∂t
).
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Using again the above identities connecting the Levi-Civita connections of St and M , we obtain

∂

∂t
d∗A = − 1

β2

∂β

∂t

∇A
∂t

(
∂

∂t
) +

1

β

∇A
∂t

(
1

2β

∂β

∂t

∂

∂t
+

1

2
gradgt(β(t, ·)))

+Jψ(
∂

∂t
)− (∇tan)∗∇tanA(

∂

∂t
) +

1

2β
∇gradgt (β(t,·))A(

∂

∂t
) +

1

2β

(
1

β

∂β

∂t
− trgt(

∂gt
∂t

)

)
∇A
∂t

(
∂

∂t
)

+ricM (
∂

∂t
, A])−

3∑
j=1

∇ej
∇A
∂t

(ej) +∇[ ∂∂t ,ej ]
A(ej) +∇ejA(

∇ej
∂t

)

= −(∇tan)∗∇tanA(
∂

∂t
)−

3∑
j=1

∇ej
∇A
∂t

(ej)−
1

2β
trgt(

∂gt
∂t

)
∇A
∂t

(
∂

∂t
) +

1

2β

∇A
∂t

(gradgt(β(t, ·)))

+
1

2β
∇gradgt (β(t,·))A(

∂

∂t
)−

3∑
j=1

∇[ ∂∂t ,ej ]
A(ej) +∇ejA(

∇ej
∂t

) + ricM (
∂

∂t
, A]) + Jψ(

∂

∂t
).

Now using ∇g∂t = 0 as well as ∇ej ∂∂t = 1
2β ej(β) ∂∂t + 1

2g
−1
t

∂gt
∂t (ej , ·), we have

3∑
j=1

∇[ ∂∂t ,ej ]
A(ej) +∇ejA(

∇ej
∂t

) =

3∑
j=1

∇∇ej
∂t −∇ej

∂
∂t

A(ej) +∇ejA(
∇ej
∂t

)

=

3∑
j=1

∇∇ej
∂t

A(ej) +∇ejA(
∇ej
∂t

)︸ ︷︷ ︸
0

−
3∑
j=1

∇∇ej ∂∂tA(ej)

= −
3∑
j=1

1

2β
ej(β)

∇A
∂t

(ej) +
1

2
∇
g−1
t

∂gt
∂t (ej ,·)A(ej)

= − 1

2β

∇A
∂t

(gradgt(β(t, ·)))− 1

2

3∑
j=1

∇
g−1
t

∂gt
∂t (ej ,·)A(ej)

= − 1

2β

∇A
∂t

(gradgt(β(t, ·)))− 1

2
gt(∇tanA,

∂gt
∂t

),

so that we get

∂

∂t
d∗A = −(∇tan)∗∇tanA(

∂

∂t
)−

3∑
j=1

∇ej
∇A
∂t

(ej)−
1

2β
trgt(

∂gt
∂t

)
∇A
∂t

(
∂

∂t
) +

1

β

∇A
∂t

(gradgt(β(t, ·)))

+
1

2β
∇gradgt (β(t,·))A(

∂

∂t
) +

1

2
gt(∇tanA,

∂gt
∂t

) + ricM (
∂

∂t
, A]) + Jψ(

∂

∂t
).

Restricting that equation onto S0, we come to(
∂

∂t
d∗A

)
|S0

= −(∇tan)∗∇tanA0(
∂

∂t
)−

3∑
j=1

∇ejA1(ej)−
1

2β
trgt(

∂gt
∂t

)A1(
∂

∂t
) +

1

β
A1(gradgt(β(t, ·)))

+
1

2β
∇gradgt (β(t,·))A0(

∂

∂t
) +

1

2
gt(∇tanA0,

∂gt
∂t

) + ricM (
∂

∂t
, A]0) + Jψ0(

∂

∂t
).
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This yields the second equation and concludes the proof. 2

Proposition 2.3 Let (ψ = (ψ1, . . . , ψN ), A) be any classical solution to the Dirac-Maxwell equa-
tion such that, along a given (smooth, spacelike) Cauchy hypersurface S with future-directed unit
normal ν, the 1-form dA(ν, ·) is compactly supported. Then

∫
S′
Jψ(ν′) = 0 for all Cauchy hyper-

surfaces S′ of M with future unit normal vector ν′. In particular, for N = 1 and µ1 6= 0, we can
conclude ψ1 = 0.

Proof. Let (ψ,A) be any classical (i.e., sufficiently smooth) 1-particle solution to the Dirac-
Maxwell equation, that is, DAψ = mψ and d∗dA = jψ. Let S ⊂ M be any smooth spacelike
Cauchy hypersurface and ν be the future-directed unit normal vector field along S. We first
compute the codifferential along S of the 1-form νydA = dA(ν, ·). Let {ej}1≤j≤n−1 be any local
g-orthonormal frame on S, then

d∗S(νydA) = −
n−1∑
j=1

ejy∇Sej (νydA)

= −
n−1∑
j=1

ejy
(
∇Mej (νydA)− dA(ν,∇MX ν)ν[

)

= −
n−1∑
j=1

ejy∇Mej (νydA)

= −
n−1∑
j=1

ejy
(

(∇Mej dA)(ν, ·) + dA(∇Mej ν, ·)
)

= −
n−1∑
j=1

(∇Mej dA)(ν, ej)−
n−1∑
j=1

dA(∇Mej ν, ej),

where the last sum vanishes since (X,Y ) 7→ g(∇MX ν, Y ) is symmetric. We are left with

d∗S(νydA) = −(d∗MdA)(ν) = −jψ(ν).

As a consequence, if νydA has compact support on S, then by the divergence theorem,∫
S

jψ(ν)dσg = −
∫
S

d∗S(νydA)dσg = 0.

Since jψ(ν) ≥ 0, we obtain jψ(ν) = 0 on S and hence ψ|S = 0 by positive-definiteness of the
Hermitian inner product (ϕ, φ) 7→ 〈ν · ϕ, φ〉. Since ψ is uniquely determined by its values along a
Cauchy hypersurface, we obtain ψ = 0 on M . �

3 Proof of the main theorem

In a first geometric step, for a Cauchy surface S′ of (M, g), we extend (I+(S′), g) Ck-conformally
to a globally hyperbolic manifold (N,h) by a map F . Then we use the generalization of the C1
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extension criterion in Taylor for Ck coefficients to show that there is a C1 solution in N and thus in
M , as follows: Let S be the image in N of a Cauchy surface in M . In our main theorem, we assume
the Lorenz gauge condition (see Proposition 2.2) and therefore can use the first prolongation (for
the definition, see end of Appendix) P̃DW of the Dirac-wave operator PDW instead of PDM . Due
to the lifetime estimate in Theorem 4.6, there is a positive number δ such that for initial values a
on a given Cauchy hypersurface Z of N with ‖a‖Hs(N,h) < δ there is a global solution on M . Now,
in a second step, we have to manage the “initial jump” from S to Z, that is, we have to define
sufficient conditions on S such that, starting with initial conditions on S giving rise to solutions
reaching Z and satisfying a smallness condition, we get global solutions on I+(S).

Due to the unavoidable divergence of the conformal structure, we have to “avoid spatial infinity”
in all computations, in the following sense: We transport sufficient smallness conditions down to
S∞ := S only away from the boundary of the image while closer to the boundary we only transport
them halfway down from one hypersurface Sn to the next hypersurface Sn+1. The hypersurfaces
will be level sets of some Cauchy temporal function T of (N,h), not Cauchy surfaces of (M, g). More
exactly, we choose a compact exhaustion of S, i.e. a sequence of open sets Cn in S such that Cn is
compact, such that Cn ⊂ Cn+1 and

⋃∞
i=1 Ci = M . Furthermore, we define Kn := D+(Cn) as their

future domains of dependence. Then, for all n ∈ N \ {0}, we choose any number s ∈ (0, π/2) and
define Qn := Kn ∩S, S1 := T−1(s)∩F (M), and we define inductively Sn+1 := T−1(rn+1)∩F (M)
for rn+1 so small that

S ∩ J−(Sn+1 \Kn+1) ⊂ S \Kn. (3.1)

This can be done, as Kn ∩ S ⊂ Kn+1 and thus, by compactness of Dn := J+(Kn ∩ S) ∩ ∂Kn+1,
we have τn := min{T (x)|x ∈ Dn} > 0 and we can choose rn+1 ∈ (0, τn). Thus we can arrange that
rn+1 → 0. Obviously, the Qj , j ∈ N, form a monotonous precompact covering of S. We define
the annulus regions Dj := Qj \ Qj−1 and D0 := Q0. Now we construct inductively a sequence

bn such that if ‖u0|Dj‖C4 < bj then there is a global C1 solution u on F (M) of P̃DWu = 0 with

u|S = u0 (note that P̃DW is symmetric hyperbolic and therefore we can use the theorems from the
appendix). This sequence b will be constructed via a corresponding sequence a for the H4 norms
which in turn is constructed as a limit of finite sequences a(m) ∈ Rm that are stable in the sense that

a
(m)
n = a

(m′)
n whenever n ≤ m−2,m′−2, so that, for n fixed, the sequence m 7→ a

(m)
n is eventually

constant, thus we can, indeed, define ai := limm→∞ a
(m)
i . Inductively we prove that if there is a

C1H4 solution u of P̃DWu = 0 between S and Sn+1 with ‖u|Di‖H4 < ai for all i ∈ N ∩ [0, n] and

‖u|En+1
‖H4 < a

(n)
n+1 (where E1 := S1\K0 and, for i > 1, Ei := I−(Si−1\Ki−1)∩Si) then u extends

to a global C1 solution on F (M). The spatial regularity H4 is chosen as the degree of the operator
is 2 and as the critical regularity of the associated symmetric hyperbolic operator defined as a
first prolongation is n−1

2 = 3/2. The induction step is done by applying the theorem on lifetime
(Theorem 4.6) in two regions: I−(En \Kn+1)∩I+(Sn+1) and Kn+1∩I+(S). As announced above,
to guarantee the smallness condition on the inner part there is a sufficient smallness condition
on S while the smallness condition on the outer part transfers to a sufficient smallness condition

on Sn+1. The value of a
(m+1)
m−1 is the minimum of a

(m)
m−1 and the value obtained by the smallness

estimate necessary for a
(m)
m but after that change the value of a

(j)
m for higher j remains constant

because of the condition 3.1. Thus the limit am is well-defined and positive. Thus we get a sequence
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ai and conditions ‖u0‖H4(Di) < ai, satisfied if ‖u0‖C4(Di) < bi for appropriate constants bi. Now,
given initial values u0 satisfying the smallness condition given by the sequence b, and given any
point q ∈ F (M), we want to show that q is contained in a domain of definition for a solution
u of P̃DWu = 0 with u|S = u0. To that purpose, we choose an i such that q ∈ Ki and choose
fi ∈ C∞(S, [0, 1]) with fi(Qi) = {1} and supp(fi) ⊂ S \ Qi+1. Then we solve the initial value
problem for u(i) = fi · u0. Then we apply the ith step in the induction above.
Finally, we show higher regularity by considering the differentiated equation (which is a linear
equation in the highest derivatives again). Consider the highest derivatives in a Sobolev Hilbert
space as independent variables and show that they are in the same Sobolev Hilbert space as
the coefficients, thereby gaining one order of (weak) differentiability. Finally we use Sobolev
embeddings in the usual way.

2

4 Appendix: Modification of the extension criterion, exis-
tence time and regularity

Following [20, Ch. 16] but modifying the proof so as to allow for coefficients of finite regularity, we
present the proof of local existence and uniqueness for solutions to symmetric hyperbolic systems.
Although we could not find the existence theory for symmetric hyperbolic systems with coefficients
of finite regularity in the literature, we do not claim originality of the following results but present
them in full detail for the sake of self-containedness.

Definition 4.1 ([20, Sec. 16.2]) For K = R or C and N ∈ N, a first-order symmetric hy-
perbolic system on Rn with values in KN is a system of equations of the form{

A0(t, x, u)∂u∂t = L(t, x, u, ∂)u+ g(t, x, u) on R× Rn
u(0) = f,

(4.1)

where

• L(t, x, u, ∂)v :=
∑n
j=1Aj(t, x, u)∂jv for all v : R × Rn → KN , with Aj : R × Rn × KN →

MatN×N (K) such that A∗j = Aj (pointwise),

• A0 : R × Rn × KN → MatN×N (K) such that A∗0 = A0 (pointwise) and A0(t, x, u) ≥ c · I for
some c > 0,

• g : R× Rn ×KN → KN and

• f : Rn → KN .

The same definition can be made when replacing Rn by an n-dimensional torus Tn. The condition
on A0 means that A0 is a pointwise Hermitian/symmetric matrix that is uniformly positive definite
on R× Rn ×KN .
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We want to prove the local existence and the uniqueness of solutions to first-order symmetric hy-
perbolic systems on Tn. Later on, we shall consider the case of higher order symmetric hyperbolic
system also on other manifolds.

We start by assuming low regularity on the data (we shall see below how the regularity of the
solution depends on that of the data). The main theorem we want to prove is the following:

Theorem 4.2 Consider a KN -valued first-order symmetric hyperbolic system on Tn as in Defini-
tion 4.1 and assume Aj , g to be C1 in (t, x, u) and Ck in (x, u) for some k > n

2 + 1. Then for any
f ∈ Hk,

1. there is an η ∈ R×+ for which a unique solution u ∈ C1(]− η, η[×Tn) ∩ C0(]− η, η[, Hk(Tn))
to (4.1) exists;

2. (extension criterion): that solution u exists as long as ‖u(t)‖C1(Tn) remains bounded.

By C0Hk, we mean continuous in the first variable t ∈ I with values in the Hk-Sobolev space on
Tn or Tn × KN . We shall mostly omit the interval I or the torus Tn in the notation. As usual,
Hk := W k,2. In the sequel, we shall often denote those spaces of functions with regularity R in
t and with values in a Banach space S (mostly of functions in the other variables) with RS (e.g.
C0Hk, L∞Hk etc.).

During the seven-step proof of Theorem 4.2, in several estimates, as multiplicative factors functions
Ci : Rm → R will appear that take certain norms of the (approximate) solutions or of other maps
as arguments. For simplicity, we will adopt the convention that these functions (’constants only
depending on the norm’) are taken to be monotonously increasing, and we try to number them
consecutively by indices in every of the seven steps of the proof, which are the following:

1. Using mollifiers, perturb (4.1) by a small parameter ε > 0 in order to obtain a new system
that can be interpreted as an ODE in the Banach space Hk = Hk(Tn).

2. For each value of the parameter ε > 0, solve the corresponding ODE locally about 0 ∈ R and
obtain a so-called approximate solution.

3. By a uniform (in the parameter ε) control of the pointwise Hk-norm of those approximate
solutions, show that they all exist on a common interval ]− η, η[ with η > 0.

4. Up to shrinking η a bit, extract of the families of approximate solutions a weak accumulation
point and show that it is a C1-solution to (4.1) on ]− η, η[×Tn.

5. Show uniqueness of the local solution by controlling the rate of convergence of the approxi-
mate solutions against the solution when ε→ 0.

6. Improve the regularity of the solution to C0Hk. This proves 1.
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7. Show that in fact ‖u(t)‖Hk(Tn) remains bounded as long as ‖u(t)‖C1(Tn) does. Assuming the
solution u stops existing at T > 0, use a precise control of the length of the existence interval
in the theorem of Picard-Lindelöf to prove that all approximate solutions - for an initial value
fixed “shortly before” T - can be extended beyond T ; this also implies (using uniqueness)
that the solution can be extended beyond T , contradiction.

Let Jε be the convolution with θε = ε−nθ( ·ε ), where θ ∈ C∞(Rn, [0,∞[), supp(θ) ⊂ B1(0),∫
Rn θdx = 1 and θ ◦ (−Id) = θ; the last condition is needed for the self-adjointness of Jε in L2

and higher Sobolev spaces. The operator Jε is a smoothing operator approximating the identity
in the following sense: Jε −→

ε↘0
Id pointwise in W k,q(Rn) for every (k, q) ∈ N × [1,∞[ and also

pointwise in C0(I, Ck(Tn)) for any open interval I. We shall often make use of [Jε, ∂
α] = 0 for

every multi-index α and of the following facts: Jε : W k,q(Rn) → W k,q(Rn) ∩ C∞(Rn) has norm
‖Jε‖ ≤ 1, Jε : Ckb (Rn) → Ckb (Rn) has norm ‖Jε‖ ≤ 1, the operator Jε : C0

b (Rn) → Ckb (Rn) has
norm ‖Jε‖ ≤ C(ε), the operator Jε : C0(I, Ck(Tn)) → C0(I, Ck(Tn)) has norm ‖Jε‖ ≤ 1. It is
also interesting to notice that Jε is an operator Lip(I,Hk−1)→ Lip(I,Hk) with ‖Jεu‖C0,1(I,Hk) ≤
C(ε)‖u‖C0,1(I,Hk−1), where I ⊂ R is a bounded open interval and Lip(I,H l) = C0,1(I,H l). Namely

for any f ∈ Hk−1 and α ∈ Nn with |α| ≤ k, one has

‖∂αJεf‖2L2 = ‖f ∗ ∂αθε‖2L2

≤ ‖f‖2L2 · ‖∂αθε‖2L1︸ ︷︷ ︸
C(ε)2

≤ C(ε)2‖f‖2Hk−1 ,

so that ‖Jεf‖Hk ≤ C(ε)‖f‖Hk−1 , which shows the claim.

Proposition 4.3 ‖Id− Jε‖L(H1,L2) ≤ C · ε.4

4The statement holds as well for Rn instead of Tn with the same proof mutatis mutandis.
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Proof. For any f ∈ H1(Tn), we have

‖Jεf − f‖2L2 ≤
∫
Tn

(∫
Tn
|f(x− y)− f(x)| · θε(y)dy

)2

dx

≤
∫
Tn

(∫
Bε(0)

|f(x− y)− f(x)|2dy

)
‖θε‖2L2(Bε)

dx

≤ ε−n‖θ‖2L2 ·
∫
Tn

(∫
Bε(0)

|f(x− y)− f(x)|2dy

)
dx

≤ ε−n‖θ‖2L2 ·
∫
Tn

∫
Bε(0)

(∫ 1

0

|dx−tyf(y)|2dt
)
dydx

≤ ε2 · ε−n‖θ‖2L2 ·
∫
Tn

∫
Bε(0)

(∫ 1

0

|dx−tyf |2dt
)
dydx

≤ ε2−n‖θ‖2L2 ·
∫
Bε(0)

∫ 1

0

‖df‖2L2(Tn)dtdy (Fubini)

≤ ε2−n‖θ‖2L2 ·Vol(Bε(0)) · ‖df‖2L2(Tn)

≤ C · ‖θ‖2L2 · ε2 · ‖df‖2L2(Tn)

≤ C · ε2 · ‖f‖2H1(Tn),

which concludes the proof of the proposition. 2

In the proof of Theorem 4.2, we use the following inequalities, see e.g. [20, Prop. 13.3.7], [18, Thm.
2.2.2, 2.2.3 & Lemma 2.2.6] and [11, Thm. 2.3.6 & 2.3.7].

Lemma 4.4 (Moser) Let k, n ∈ N \ {0}.

i) (First Moser estimate) There exists a constant C = C(k, n) ∈ R×+ such that, for all
f, g ∈ L∞(Rn) ∩Hk(Rn),

‖f · g‖Hk ≤ C · (‖f‖L∞‖g‖Hk + ‖f‖Hk‖g‖L∞) . (4.2)

ii) (Second Moser estimate) There exists a constant C = C(k, n) ∈ R×+ such that, for all
f ∈W 1,∞(Rn) ∩Hk(Rn), g ∈ L∞(Rn) ∩Hk−1(Rn) and α ∈ Nn with |α| ≤ k,

‖∂α(fg)− f∂αg‖L2 ≤ C · (‖∇f‖Hk−1‖g‖L∞ + ‖∇f‖L∞‖g‖Hk−1) . (4.3)

iii) (Third Moser estimate) Let F ∈ C∞(KN ,KL) with F (0) = 0. Then there is a constant
C ∈ R×+, which only depends on k, n, F and on ‖f‖L∞ , such that, for any f ∈ L∞(Rn) ∩
Hk(Rn) and α ∈ Nn with |α| ≤ k,

‖∂αF (f)‖L2 ≤ C(‖f‖L∞) · ‖∇|α|f‖L2 . (4.4)
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In [20, Prop. 13.3.9], there is the following alternative (and weaker) version of (4.4): for every
F ∈ C∞(KN ,KL) with F (0) = 0, there exists a constant C > 0 depending only on k, n, F and on
‖f‖L∞ such that, for all f ∈ L∞(Rn) ∩Hk(Rn),

‖F (f)‖Hk ≤ C(‖f‖L∞) · (1 + ‖f‖Hk). (4.5)

Note that all estimates from Lemma 4.4 remain true when replacing Rn by the n-dimensional torus
Tn. Moreover, since Tn has finite volume, the assumption F (0) = 0 can be dropped for the weaker
third Moser estimate (4.5), however not for (4.4) and α = 0.

Lemma 4.5 Let A ∈ C1(Rn), p ∈ [1,∞[ and ε > 0. Then there exists a constant C = C(n, p) > 0
such that, for any v ∈ Lp(Rn),

i) ‖[A, Jε]v‖Lp ≤

{
C · ‖A‖C0 · ‖v‖Lp

C · ε · ‖A‖C1 · ‖v‖Lp
.

ii) ‖[A, Jε]v‖W 1,p ≤ C · ‖A‖C1 · ‖v‖Lp .

iii) ‖[A, Jε] ∂v∂xj ‖Lp ≤ C · ‖A‖C1 · ‖v‖Lp .

Proof. See e.g. [20, Ex. 13.1.1 - 13.1.3]. 2

Step 1: We mollify the symmetric hyperbolic system in order to obtain an ODE in Hk.

Claim 1: For any sufficiently small ε > 0, the equation A0(t, x, Jεuε)
∂uε
∂t = JεL(t, x, Jεuε)Jεuε +

Jεg(t, x, Jεuε) is an ODE in Hk that is strongly locally Lipschitz in uε, that is, there exists a Lip-
schitz constant (in x) on all products [0, T ]×BR(0), where BR(0) is the closed R-ball about 0 ∈ Hk.

Proof. Consider the map F : R×Hk → Hk,

F (t, v)(x) := A−1
0 (t, x, (Jεv)(x))·

(
Jε
[
y 7→ L(t, y, (Jεv)(y))(Jεv)(y)

]
(x)+Jε

[
y 7→ g(t, y, (Jεv)(y))

]
(x)
)

for all (t, v) ∈ R×Hk and every x ∈ Tn. As in [20], we shortly write

F (t, v) = A−1
0 (t, x, Jεv) · (JεL(t, x, Jεv)Jεv + Jεg(t, x, Jεv))

for every v ∈ Hk. We show that F is C1 (in the Fréchet sense) with bounded differential on each
subset of the form [0, T ]×BR(0) in I×Hk. We only treat the case of one term in the definition of
F , the others being handled in a similar manner. Namely consider the map (t, v) 7→ Jεg(t, x, Jεv)
from R×Hk → Hk. Then for any v ∈ Hk and h ∈ Hk, we have

Jεg(t, x, Jε(v + h))− Jεg(t, x, Jεv) = Jε (g(t, x, Jε(v + h))− g(t, x, Jεv))

= Jε (x 7→ g′u(t, x, (Jεv)(x)) · (Jεh)(x) + |(Jεh)(x)| · ε((Jεh)(x))) ,

where ε(w) −→
w→0

0. The map h 7→ Jε (x 7→ g′u(t, x, (Jεv)(x)) · (Jεh)(x)) is linear and bounded

Hk → Hk:

‖Jε (x 7→ g′u(t, x, (Jεv)(x)) · (Jεh)(x))‖Hk ≤ C1(ε) ‖x 7→ g′u(t, x, (Jεv)(x)) · (Jεh)(x)‖L2

≤ C1(ε) ‖x 7→ g′u(t, x, (Jεv)(x))‖L∞ · ‖Jεh‖L2

≤ C1(ε, t) · ‖h‖Hk ,
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where we have used the compactness of Tn and the fact that g′u is continuous. Furthermore, the
map h 7→ Jε (x 7→ |(Jεh)(x)| · ε((Jεh)(x))) is of the form o(‖h‖Hk) since

‖Jε (x 7→ |(Jεh)(x)| · ε((Jεh)(x)))‖Hk
‖h‖Hk

≤ C1(ε)

‖h‖Hk
(‖|Jεh| · ε((Jεh))‖L2)

≤ ‖ε((Jεh))‖L∞ ,

where ‖ε((Jεh))‖L∞ ≤ C2(ε, t)‖h‖L1 −→
‖h‖

Hk
→0

0 because of Tn being compact. Finally, the map

Hk → B(Hk, Hk), v 7→ Jε (x 7→ g′u(t, x, (Jεv)(x)) · (Jε•)(x))

is continuous and bounded on each ball in Hk: this follows from the same kind of estimates as
above as well as the continuity of g′u on R× Tn ×KN . This shows the claim. 2

Step 2: This is mainly classical ODE theory, applicable as soon as the nonlinearity is continuous
(in (t, x)) and locally Lipschitz (in the usual sense) in x.

Claim 2: For any f ∈ Hk and any sufficiently small ε > 0 , the system

{
A0(t, x, Jεuε)

∂uε
∂t = JεL(t, x, Jεuε)Jεuε + Jεg(t, x, Jεuε)

uε(0) = f
(4.6)

has a unique solution uε ∈ C1(]− ηε, ηε[, Hk) for some ηε > 0.

Proof. straightforward consequence of the theorem of Picard-Lindelöf. 2

Step 3: “Standard estimates” based on Moser(-Trudinger) estimates and on Bihari’s inequality [4].

Claim 3: Under the assumptions of Claim 2 and with k > n
2 + 1, there exists an η > 0 and a

K ∈ [0,∞[ such that ‖uε(t)‖Hk ≤ K for all t ∈]− η, η[. In particular, the number ηε from Claim
2 may be chosen independently on ε.

Proof. We introduce the new L2-Hermitian inner product (· , ·)L2,ε := (A0ε· , ·)L2 on Tn, where
A0ε := A0(t, x, Jεuε). Note that (· , ·)L2,ε depends on ε > 0 and also implicitely on t; but by assump-
tion on A0 and because we only consider compact sets of the form [0, T ]×Tn, the norms ‖·‖L2,ε and
‖ · ‖L2 are equivalent; more precisely, for any T ∈ [0,∞[, there exists C = C(T, ‖uε‖C0([0,T ],L∞)) ∈
]0,∞[ such that c‖ · ‖2L2 ≤ ‖ · ‖2L2,ε ≤ C‖ · ‖2L2 , where c > 0 is the constant from Definition 4.1. We

pick an arbitrary α ∈ Nn with |α| ≤ k and estimate ‖∂αuε(t)‖2L2,ε using (4.6). First, because A0ε

19



is pointwise Hermitian,

d

dt
‖∂αuε(t)‖2L2,ε =

d

dt
(A0ε∂

αuε, ∂
αuε)L2

= <e
(
∂A0ε

∂t
· ∂αuε, ∂αuε

)
L2

+ 2<e
(
A0ε ·

∂∂αuε
∂t

, ∂αuε

)
L2

= <e
(
∂A0ε

∂t
· ∂αuε, ∂αuε

)
L2

+ 2<e
(
A0ε · ∂α

∂uε
∂t

, ∂αuε

)
L2

= <e
(
∂A0ε

∂t
· ∂αuε, ∂αuε

)
L2

+ 2<e
(
∂α(A0ε ·

∂uε
∂t

), ∂αuε

)
L2

+2<e
(

[A0ε, ∂
α]
∂uε
∂t

, ∂αuε

)
L2

(4.6)
= <e

(
∂A0ε

∂t
· ∂αuε, ∂αuε

)
L2

+ 2<e (∂αJεLεJεuε, ∂
αuε)L2 + 2<e (∂αgε, ∂

αuε)L2

+2<e
(

[A0ε, ∂
α]
∂uε
∂t

, ∂αuε

)
L2

, (4.7)

where we have denoted Lε := L(t, x, Jεuε) and gε := Jεg(t, x, Jεuε). The first term in the r.h.s. of
(4.7) can easily be estimated:

|<e
(
∂A0ε

∂t
· ∂αuε, ∂αuε

)
L2

| ≤ ‖∂A0ε

∂t
· ∂αuε(t)‖L2 · ‖∂αuε(t)‖L2

≤ ‖∂A0ε

∂t
‖L∞ · ‖∂αuε(t)‖2L2

≤ C1(‖Jεuε(t)‖L∞ , ‖
∂Jεuε
∂t

(t)‖L∞) · ‖∂αuε(t)‖2L2

≤ C2(‖uε(t)‖L∞ , ‖
∂uε
∂t

(t)‖L∞) · ‖∂αuε(t)‖2L2

(4.6)

≤ C3(‖uε(t)‖L∞ , ‖uε(t)‖C1) · ‖∂αuε(t)‖2L2

≤ C4(‖uε(t)‖Hk) · ‖uε(t)‖2Hk ,

where we have used the continuous embedding Hk(Tn) ↪→ C1(Tn) (valid because of k > n
2 + 1)

as well as ‖Jε‖L(Cl,Cl) ≤ 1 for any l ∈ N. Let us consider the second term in the r.h.s. of (4.7).
Since we may choose the mollifier Jε such that J∗ε = Jε in L2 (choose e.g. θ ∈ C∞c (Rn) with
θ ◦ (−Id) = θ), we have

2<e (∂αJεLεJεuε, ∂
αuε)L2 = 2<e (Jε∂

αLεJεuε, ∂
αuε)L2

= 2<e (∂αLεJεuε, ∂
αJεuε)L2

= 2<e (Lε∂
αJεuε, ∂

αJεuε)L2 + 2<e ([∂α, Lε]Jεuε, ∂
αJεuε)L2

= ((Lε + L∗ε)∂
αJεuε, ∂

αJεuε)L2 + 2<e ([∂α, Lε]Jεuε, ∂
αJεuε)L2 ,
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where L∗ε is the formal adjoint of the differential operator Lε. Now, since by assumption Aj = A∗j
pointwise, we have L∗ε = −

∑n
j=1 ∂j(Aj(t, x, Jεuε)·), so that

Lε + L∗ε = −
n∑
j=1

∂jAj(t, x, Jεuε)

is of zero order (this is one of the main places where symmetric hyperbolicity is used), so that

| ((Lε + L∗ε)∂
αJεuε, ∂

αJεuε)L2 | ≤ ‖(Lε + L∗ε)∂
αJεuε‖L2 · ‖∂αJεuε‖L2

≤
n∑
j=1

‖∂jAj(t, x, Jεuε)‖L∞ · ‖∂αJεuε‖2L2

≤ C5(‖Jεuε(t)‖C1) · ‖uε(t)‖2Hk
≤ C6(‖uε(t)‖Hk) · ‖uε(t)‖2Hk . (4.8)

With

[∂α, Lε]v =

n∑
j=1

∂α(Aj(t, x, Jεuε)∂jv)−Aj(t, x, Jεuε)∂j(∂αv)

=

n∑
j=1

∂α(Aj(t, x, Jεuε)∂jv)−Aj(t, x, Jεuε)∂α(∂jv)

=

n∑
j=1

[∂α, Aj(t, x, Jεuε)]∂jv,

we have

‖[∂α, Lε]v‖L2 ≤
n∑
j=1

‖[∂α, Aj(t, x, Jεuε)]∂jv‖L2

(4.3)

≤ C7 ·
n∑
j=1

(‖∇Aj(t, x, Jεuε)‖Hk−1 · ‖∂jv‖L∞ + ‖∇Aj(t, x, Jεuε)‖L∞ · ‖∂jv‖Hk−1)

≤ C8 ·
n∑
j=1

(‖Aj(t, x, Jεuε)‖Hk · ‖v‖C1 + ‖Aj(t, x, Jεuε)‖C1 · ‖v‖Hk)

(4.5)

≤ C8 · (C9(‖Jεuε(t)‖L∞) · (1 + ‖Jεuε(t)‖Hk) · ‖v‖C1 + C10(‖Jεuε(t)‖C1) · ‖v‖Hk)

≤ C11(‖uε(t)‖Hk) · ‖v‖Hk ,

so that

|2<e ([∂α, Lε]Jεuε, ∂
αJεuε)L2 | ≤ 2‖[∂α, Lε]Jεuε‖L2 · ‖∂αJεuε‖L2

≤ C11(‖uε(t)‖Hk) · ‖Jεuε(t)‖Hk · ‖Jεuε(t)‖Hk
≤ C11(‖uε(t)‖Hk) · ‖uε(t)‖2Hk ,
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which gives, together with (4.8) and using [Jε, ∂
α] = 0,

2|<e (∂αJεLεJεuε, ∂
αuε)L2 | ≤ C12(‖uε(t)‖Hk).

For the third term in the r.h.s. of (4.7), we have

2|<e (∂αgε, ∂
αuε)L2 | ≤ 2‖∂αgε‖L2 · ‖∂αuε‖L2

(4.5)

≤ C13(‖uε(t)‖Hk) · (1 + ‖Jεuε(t)‖Hk · ‖uε(t)‖Hk)

≤ C14(‖uε(t)‖Hk).

The last term in the r.h.s. of (4.7) can be estimated as follows:

2|<e
(

[A0ε, ∂
α]
∂uε
∂t

, ∂αuε

)
L2

| (4.6)
= 2|<e

(
[A0ε, ∂

α]A−1
0ε (JεLεJεuε + gε), ∂

αuε
)
L2 |

≤ 2‖[A0ε, ∂
α]A−1

0ε (JεLεJεuε + gε)‖L2 · ‖∂αuε‖L2

(4.3)

≤ C15 · ‖uε‖Hk ·
(
‖∇A0ε‖Hk−1 · ‖A−1

0ε · (JεLεJεuε + gε)‖L∞

+ ‖∇A0ε‖L∞ · ‖A−1
0ε · (JεLεJεuε + gε)‖Hk−1

)
≤ C16(‖uε‖Hk),

where, in the last step, we have used the Moser estimates (4.2) and (4.5). On the whole,
| ddt‖∂

αuε(t)‖2L2,ε| ≤ C(‖uε‖Hk), so that, using the equivalence of the norms ‖ · ‖L2 and ‖ · ‖L2,ε on

some (fixed) compact set [−T, T ]× Tn, we deduce that, setting ‖v‖2Hk,ε :=
∑
|α|≤k ‖∂αv‖2L2,ε

| d
dt
‖uε(t)‖2Hk,ε| ≤ C17(‖uε(t)‖Hk,ε).

By Bihari’s inequality [4], we deduce that there exists a function K, defined and continuous on
a sufficiently small interval ] − η, η[ about 0, such that ‖uε(t)‖Hk,ε ≤ K(t) for all t ∈] − ηε, ηε[.
Up to making η > 0 smaller, we may assume that K(t) ≤ K ′ < ∞ for all t ∈] − η, η[, so that
‖uε(t)‖Hk,ε ≤ K ′ and hence also ‖uε(t)‖Hk ≤ K for some K ∈]0,∞[. The last statement of Claim
3 follows from the extension criterion for ODE’s (valid by Steps 1 and/or 2), stating that, by
‖uε(t)‖Hk ≤ K <∞, the solution uε can be a fortiori extended onto ]− η, η[, QED. 2

Step 4: The preceding uniform estimate shows boundedness of approximate solutions in certain
Sobolev spaces; use weak ∗-compactness to deduce the existence of an accumulation point. Then
apply the interpolation inequalities (allowing compact embeddings into fractional Sobolev spaces)
to deduce that the solution is actually C0C1 ∩ C1C0, that is, C1 (use uniform continuity because
of compactness of [−η, η]× Tn).

Claim 4: The family (uε)ε ⊂ C1(]− η, η[, Hk) from Claim 3, when restricted to any compact in-
terval I ⊂]− η, η[, admits a weak (in a particular sense) limit point u ∈ C1(I ×Tn)∩L∞(I,Hk)∩
Lip(I,Hk−1) which solves (4.1).
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Proof. From Step 3 we have the existence of an η > 0 and a K ∈]0,∞[ such that, for all suffi-
ciently small ε > 0, the approximate solution uε lies in C1(]−η, η[, Hk) with ‖uε‖C0(]−η,η[,Hk) ≤ K.
Hence fixing an arbitrary compact interval I ⊂] − η, η[, we have ‖uε‖C0(I,Hk) ≤ K, in particular

the family (uε)ε is bounded in C0(I,Hk) and thus in L∞(I,Hk). Using (4.6) and Moser estimates,
the norm ‖∂uε∂t ‖C0Hk−1 can be uniformly in ε estimated in terms of ‖uε‖C0(I,Hk) and hence the

family (∂uε∂t )ε is bounded in C0(I,Hk−1), so that (uε)ε is bounded in C1(I,Hk−1) and therefore
in Lip(I,Hk−1). Now L∞(I,Hk) = L1(I,Hk)′ (topological dual), Lip(I,Hk−1) = W 1,∞(I,Hk−1)
by Rademacher’s theorem and the latter space in turn can be identified with a closed subspace of
L∞(I,Hk−1) ⊕ L∞(I,Hk−1) = L1(I,Hk−1)′ ⊕ L1(I,Hk−1)′ via f 7→ (f, f ′). Since the unit ball
of the dual space of any Banach space is weakly ∗-compact, there exists a sequence εp → 0, a
u ∈ L∞(I,Hk) ∩ Lip(I,Hk−1), such that (uεp)p converges to u ∗-weakly in both spaces. On the
other hand, since k > n

2 + 1 and, for any σ ∈]0, k− n
2 − 1[, the embedding Hk−σ ⊂ C1 is compact,

we can assume up to taking subsequences that (uεp)p converges in C0C1 to a u ∈ C0C1; in fact
u = u since both can be seen as sitting in the space L∞(I, C1) and both convergences imply the
convergence in a weaker sense. Similarly, for any σ ∈]0, k− n

2 −1[, the embedding Hk−1−σ ⊂ C0 is
compact, hence so is C1Hk−1 ⊂ C1C0, so that we may assume that (uεp)p converges in C1C0 to
some û ∈ C1C0 and again û = u. Since u is the limit of (uεp)p in the C1-topology and Jε −→

ε→0
Id

pointwise in C0C1, we deduce that u solves (4.1). 2

Step 5: Look at the pointwise (in t) L2-norm of the difference between an exact C1 solution to
(4.1) and an approximate solution for any ε > 0. Estimate that norm on I using standard estimates
and Bihari’s inequality. The key point at the end is to show that ‖Id − Jε‖L(H1,L2) ≤ C1 · ε for
some constant C1 > 0.

Claim 5: Given any h ∈ Hk(Tn) and any ε > 0, let uε ∈ C1(I,Hk,2(Tn)) solve{
A0(t, x, Jεuε)

∂uε
∂t = JεLεJεuε + gε on I

uε(0) = h
(4.9)

with uε is bounded uniformly in ε > 0 in the C0Hk-norm for all ε. Let u ∈ C1 solve (4.1) and
consider vε := u− uε. Then there is a function a(t) := C(‖uε(t)‖C1 , ‖u(t)‖C1) for all t such that

‖vε(t)‖2L2 ≤ exp

(∫ t

0

a(s)ds

)
·

‖ f − h︸ ︷︷ ︸
vε(0)

‖2L2 +

∫ t

0

C2(‖uε(s)‖Hk) · ε · e−
∫ s
0
a(τ)dτds

 .

In particular, it follows from the boundedness of (‖uε‖C0Hk)ε in Claim 3 that u is unique.

Proof. We estimate ‖vε(t)‖2L2 for all t ∈ I. First, with the notations introduced above, we write

∂vε
∂t

= A−1
0

∂u

∂t
−A−1

0ε

∂uε
∂t

= A−1
0 L(t, x, u, ∂)u−A−1

0ε JεLεJεuε +A−1
0 g(t, x, u)−A−1

0ε gε

= A−1
0 L(t, x, u, ∂)vε + (A−1

0 −A
−1
0ε )L(t, x, u, ∂)uε +A−1

0ε (L(t, x, u, ∂)uε − JεLεJεuε)
+(A−1

0 −A
−1
0ε )g(t, x, u) +A−1

0ε (g(t, x, u)− gε). (4.10)
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We start looking at the difference

L(t, x, u, ∂)uε − JεL(t, x, Jεuε, ∂)Jεuε = (L(t, x, u, ∂)− L(t, x, uε, ∂))uε

+(Id− Jε)L(t, x, uε, ∂)uε + JεL(t, x, uε, ∂)(Id− Jε)uε
+Jε (L(t, x, uε, ∂)− L(t, x, Jεuε, ∂)) Jεuε

and

g(t, x, u)− Jεg(t, x, Jεuε) = g(t, x, u)− g(t, x, uε) + g(t, x, uε)− g(t, x, Jεuε)

+g(t, x, Jεuε)− Jεg(t, x, Jεuε).

Since Aj , g ∈ C1(I × Tn), we may write, for all w1, w2 ∈ KN ,

g(t, x, w1)− g(t, x, w2) =

∫ 1

0

∂zg(t, x, (1− s)w2 + sw1)(w1 − w2)ds =: G(w1, w2)(w1 − w2)

where ∂zg denotes the derivative of w 7→ g(t, x, w) and similarly for the first-order operator

L(t, x, w1, ∂)− L(t, x, w2, ∂) =

n∑
j=1

∫ 1

0

∂zAj(t, x, (1− s)w2 + sw1)(w1 − w2)ds
∂

∂xj

=: M(t, x, w1, w2)(w1 − w2).

In the same way, we can write

A−1
0 (t, x, u)−A−1

0 (t, x, Jεuε) = A−1
0 (t, x, u)−A−1

0 (t, x, uε) +A−1
0 (t, x, uε)−A−1

0 (t, x, Jεuε)

=

∫ 1

0

d(t,x,(1−s)uε+su)(A
−1
0 )(u− uε)ds

+

∫ 1

0

d(t,x,(1−s)Jεuε+suε)(A
−1
0 )(uε − Jεuε)ds

=: M0(t, x, u, uε)(vε) +N0(t, x, uε)(Id− Jε)(uε).

It is very important to notice that G, M , M0 and N0 depend only pointwise on u, uε . . ., so that
they can be estimated in terms of the C0-norms of u, uε . . . only. Now, we split the r.h.s. of (4.10)
according to their dependence on vε and obtain

∂vε
∂t

= A−1
0 L(t, x, u, ∂)vε +A(t, x, u, uε,∇uε)vε +Rε,

where

A(t, x, u, uε,∇uε) := M0(t, x, u, uε)(vε)(L(t, x, u, ∂)uε + g(t, x, u))

+A−1
0ε (M(t, x, u, uε)(vε)uε +G(u, uε)(vε))

and

Rε := N0(t, x, uε)(Id− Jε)(uε)L(t, x, u, ∂)uε +A−1
0ε (Id− Jε)L(t, x, uε, ∂)uε

+A−1
0ε JεL(t, x, uε, ∂)(Id− Jε)uε +A−1

0ε JεM(t, x, uε, Jεuε)(Id− Jε)(uε)(Jεuε)
+N0(t, x, uε)(Id− Jε)(uε)(g(t, x, u)) +A−1

0ε G(uε, Jεuε)(Id− Jε)uε +A−1
0ε (Id− Jε)g(t, x, Jεuε).
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Next we estimate ‖Rε(t)‖L2(Tn) term by term. We estimate the first term as follows:

‖N0(t, x, uε)(Id− Jε)(uε)L(t, x, uε, ∂)uε‖L2(Tn)(t) ≤ ‖N0(t, x, uε)‖L∞ · ‖(Id− Jε)(uε)‖L2 · ‖L(t, x, uε, ∂)uε‖L∞
≤ C2(‖uε(t)‖C0) · ‖Id− Jε‖L(Hk,L2) · ‖uε(t)‖Hk · C3(‖uε(t)‖C1)

≤ C4(‖uε(t)‖C1) · ‖Id− Jε‖L(Hk,L2) · ‖uε(t)‖Hk .

For the second term

‖A−1
0ε (Id− Jε)L(t, x, uε, ∂)uε‖L2(Tn)(t) ≤ C5(‖uε(t)‖C0) · ‖Id− Jε‖L(Hk−1,L2) · ‖L(t, x, uε, ∂)uε‖Hk−1(Tn)(t)

(4.2)

≤ C5(‖uε(t)‖C0) · ‖Id− Jε‖L(Hk−1,L2) ·
n∑
j=1

‖Aj(t, x, uε)‖L∞ · ‖∂juε‖Hk−1

+ ‖Aj(t, x, uε)‖Hk−1 · ‖∂juε‖L∞

(4.5)

≤ C5(‖uε(t)‖C0) · ‖Id− Jε‖L(Hk−1,L2) ·
n∑
j=1

C6(‖uε(t)‖L∞) · ‖uε‖Hk

+ ‖uε(t)‖C1 · C7(‖uε(t)‖L∞)(1 + ‖uε‖Hk−1)

≤ C8(‖uε(t)‖C1) · ‖Id− Jε‖L(Hk−1,L2) · (1 + ‖uε‖Hk).

In the same way, using also ‖Jε‖L(L2,L2) ≤ 1 and [∂j , Jε] = 0,

‖A−1
0ε JεL(t, x, uε, ∂)(Id− Jε)uε‖L2 ≤ C9(‖uε(t)‖C0) · ‖L(t, x, uε, ∂)(Id− Jε)uε‖L2

≤ C9(‖uε(t)‖C0) ·
n∑
j=1

‖Aj(t, x, uε)‖L∞ · ‖∂j(Id− Jε)uε‖L2

≤ C10(‖uε(t)‖C0) · ‖Id− Jε‖L(Hk−1,L2) · ‖uε‖Hk

and, as ‖M(t, x, uε, Jεuε)(uε − Jεuε)‖L2 ≤ C11(‖uε‖L∞) · ‖uε − Jεuε‖L2 , we obtain

‖A−1
0ε JεM(t, x, uε, Jεuε)(uε − Jεuε)Jεuε‖L2 ≤ C12(‖uε(t)‖C0) · ‖M(t, x, uε, Jεuε)(uε − Jεuε) · Jεuε‖L2

≤ C13(‖uε(t)‖C0) · ‖(Id− Jε)uε‖L2

≤ C13(‖uε(t)‖C1) · ‖Id− Jε‖L(Hk,L2) · ‖uε‖Hk .

As before, estimating N0 and g, we have

‖N0(t, x, uε)(Id− Jε)(uε)(g(t, x, u))‖L2 ≤ ‖N0(t, x, uε)‖L∞ · ‖(Id− Jε)(uε)‖L2 · ‖g(t, x, u)‖L∞
≤ C14(‖uε(t)‖C0) · ‖Id− Jε‖L(Hk,L2) · ‖uε‖Hk .

For the last two terms, we obtain

‖A−1
0ε G(uε, Jεuε)(uε − Jεuε)‖L2 ≤ C15(‖uε(t)‖L∞) · ‖uε − Jεuε‖L2

≤ C15(‖uε(t)‖C1) · ‖Id− Jε‖L(Hk,L2) · ‖uε‖Hk

and

‖A−1
0ε (Id− Jε)g(t, x, Jεuε)‖L2 ≤ C16(‖uε(t)‖L∞) · ‖Id− Jε‖L(Hk,L2) · ‖g(t, x, Jεuε)‖Hk

(4.5)

≤ C17(‖uε(t)‖L∞) · ‖Id− Jε‖L(Hk,L2) · (1 + ‖uε(t)‖Hk).
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Note that ‖Id− Jε‖L(Hk,L2) ≤ ‖Id− Jε‖L(Hk−1,L2). On the whole, we obtain

‖Rε(t)‖L2 ≤ C18(‖uε(t)‖C1) · (1 + ‖uε(t)‖Hk) · ‖Id− Jε‖L(Hk−1,L2).

We deduce that

d

dt
‖vε(t)‖2L2,ε =

(
∂A0ε

∂t
· vε, vε

)
L2

+ 2<e
(
A0ε

∂vε
∂t

, vε

)
L2

=

(
∂A0ε

∂t
· vε, vε

)
L2

+2<e
{

(L(t, x, u, ∂)vε, vε)L2 + (A(t, x, u, uε,∇uε)vε, vε)L2,ε + (Rε, vε)L2,ε

}
,

with |
(
∂A0ε

∂t · vε, vε
)
L2 | ≤ C19(‖uε(t)‖C1) · ‖vε(t)‖2L2 and

‖A(t, x, u, uε,∇uε)vε‖L2,ε ≤ ‖M0(t, x, u, uε)(vε)(L(t, x, u, ∂)uε + g(t, x, u))‖L2,ε

+‖A−1
0ε (M(t, x, u, uε)(vε)uε +G(u, uε)(vε))‖L2,ε

≤ C20(‖u(t)‖C0 , ‖uε(t)‖C1) · ‖vε(t)‖L2

+C21(‖uε(t)‖C0) · (‖M(t, x, u, uε)(vε)uε‖L2 + ‖G(u, uε)vε(t)‖L2)

≤ C20(‖u(t)‖C0 , ‖uε(t)‖C1) · ‖vε(t)‖L2

+C22(‖uε(t)‖C0 , ‖u(t)‖C0) · ‖uε(t)‖C1 · ‖vε‖L2 + C23(‖uε(t)‖C0 , ‖u(t)‖C0) · ‖vε(t)‖L2

≤ C24(‖uε(t)‖C1 , ‖u(t)‖C0) · ‖vε(t)‖L2,ε

as well as

<e (L(t, x, u, ∂)vε, vε)L2 = ((L+ L∗)(t, x, u, ∂)vε, vε)L2

= −
n∑
j=1

(∂jAj(t, x, u) · vε, vε)L2

because A∗j = Aj , so that

|<e (L(t, x, u, ∂)vε, vε)L2 ≤ C25(‖uε(t)‖C1) · ‖vε‖2L2,ε.

Noticing that 2<e (Rε, vε)L2,ε ≤ ‖Rε‖2L2,ε + ‖vε‖2L2,ε, we obtain

d

dt
‖vε(t)‖2L2,ε ≤ C26(‖uε(t)‖C1 , ‖u(t)‖C1) · ‖vε‖2L2,ε + ‖Rε(t)‖2L2,ε.

Then by Grönwall’s lemma, for every t ∈ I ∩ R+,

‖vε(t)‖2L2,ε ≤ exp

(∫ t

0

a(s)ds

)
·

‖ f − h︸ ︷︷ ︸
vε(0)

‖2L2,ε +

∫ t

0

‖Rε(s)‖2L2,ε · e−
∫ s
0
a(τ)dτds

 .

Note that, since ‖uε(t)‖C1 ≤ C27 ·‖uε(t)‖Hk ≤ C28 uniformly in ε and t ∈ I, we may choose a to be
constant. For the same reason (and by the estimate above), ‖Rε(t)‖2L2,ε ≤ C29 ·‖Id−Jε‖2L(Hk−1,L2).
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This combined with the choice h := f and the equivalence of the norms ‖ · ‖L2 and ‖ · ‖L2,ε yields

‖vε(t)‖2L2 ≤ eat ·
∫ t

0

‖Rε(s)‖2L2,εe
−asds

≤ C29 · a−1 · (eat − 1) · ‖Id− Jε‖2L(H1,L2).

It follows from the Proposition 4.3 that ‖vε(t)‖2L2 ≤ C30 · (eat − 1) · ε (recall that k − 1 > n
2 ≥

1
2 ).

This implies on the one hand that any solution to (4.1) – with given initial condition f – is the
pointwise (in t) limit when ε → 0 of the uniquely determined family (uε)ε, so that any two such
solutions must coincide on their common interval of definition. On the other hand, this inequality
gives the C0L2-rate of convergence for (uε)ε to u. 2

Step 6: By what seems to be a well-known result from functional analysis (see e.g. [1, Lemma
4.1]), the fact that the solution to (4.1) belongs to certain Sobolev spaces implies its continuity
I → Hk where Hk is endowed with the weak topology. To show the strong continuity of the
solution, it suffices to show the continuity of its (pointwise) Hk-norm. Estimate the t-derivative of
that norm by inserting again a Jε, using standard estimates, Grönwall and making ε→ 0 to show
that the norm of the solution is actually Lipschitz.

Claim 6: The solution u from Claim 4 actually lies not only in L∞(I,Hk) as proven in Claim 4
but also in C0(I,Hk).

Proof. So the continuity in the weak sense follows from [1, Lemma 4.1] applied to Y = Hk and
X = Hk−1 (note that Y ⊂ X densely and so does X ′ ⊂ Y ′). To show the strong continuity, it
suffices to show that t 7→ ‖u(t)‖Hk is continuous. Note here that one cannot directly estimate
d
dt‖u(t)‖2Hk as before since the differential operator L does not preserve Hk. As in the proof
of [20, Prop. 16.1.4], we avoid this difficulty by inserting a Jε before u. Setting (· , ·)L2,0 :=

(A0· , ·)L2 , we pick any multiindex α with |α| ≤ k. Recalling that u ∈ Lip(I,Hk−1), we have Jεu ∈
Lip(I,Hk), in particular, the function t 7→ ‖∂αJεu(t)‖2L2,0 is differentiable almost everywhere. We

start computing the derivative of t 7→ ‖∂αJεu(t)‖2L2,0:

d

dt
‖∂αJεu(t)‖2L2,0 =

(
∂A0

∂t
· ∂αJεu, ∂αJεu

)
L2

+ 2<e
(
∂

∂t
∂αJεu, ∂

αJεu

)
L2,0

=

(
∂A0

∂t
· ∂αJεu, ∂αJεu

)
L2

+ 2<e
(
∂αJε

∂u

∂t
, ∂αJεu

)
L2,0

=

(
∂A0

∂t
· ∂αJεu, ∂αJεu

)
L2

+ 2<e
(
∂αJεA0

∂u

∂t
, ∂αJεu

)
L2

+2<e
(

[A0, Jε]∂
α ∂u

∂t
, ∂αJεu

)
L2

+ 2<e
(
Jε[A0, ∂

α]
∂u

∂t
, ∂αJεu

)
L2

(4.1)
=

(
∂A0

∂t
· ∂αJεu, ∂αJεu

)
L2

+ 2<e
(

[A0, Jε]∂
α ∂u

∂t
, ∂αJεu

)
L2

+ 2<e
(
Jε[A0, ∂

α]
∂u

∂t
, ∂αJεu

)
L2

+2<e (∂αJεL(t, x, u, ∂)u, ∂αJεu)L2 + 2<e (∂αJεg(t, x, u), ∂αJεu)L2 .
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We begin with estimating the last term. First, if |α| ≥ 1, we have

|2<e (∂αJεg(t, x, u), ∂αJεu)L2 | ≤ 2‖∂αJεg(t, x, u)‖L2 · ‖∂αJεu‖L2

≤ 2‖∂αg(t, x, u)‖L2 · ‖∂αu‖L2

(4.4)

≤ C1(‖u(t)‖C0) · ‖∂αu‖2L2

≤ C2(‖u(t)‖C1) · ‖u(t)‖2Hk .

For α = 0, we can only apply (4.5) and obtain

|2<e (Jεg(t, x, u), Jεu)L2 | ≤ C3(‖u(t)‖C1) · (1 + ‖u(t)‖L2) · ‖u(t)‖L2

≤ C4(‖u(t)‖C1) ·
(
1 + ‖u(t)‖2L2

)
,

which actually suffices for the proof of Step 6 (as well as for the extension criterion in Step 7).
Next we decompose the last but one term as follows:

2<e (∂αJεL(t, x, u, ∂)u, ∂αJεu)L2 = 2<e (Jε∂
αL(t, x, u, ∂)u, ∂αJεu)L2

= 2<e (JεL∂
αu, ∂αJεu)L2 + 2<e (Jε[∂

α, L]u, ∂αJεu)L2 .

The second term on the r.h.s. can be easily estimated with the help of Moser estimates:

|2<e (Jε[∂
α, L]u, ∂αJεu)L2 | ≤ 2‖Jε[∂α, L]u‖L2 · ‖∂αJεu‖L2

≤ 2‖[∂α, L]u‖L2 · ‖∂αu‖L2

(4.3)

≤ C5 ·

 n∑
j=1

‖∇Aj‖L∞ · ‖u(t)‖Hk + ‖∇Aj‖Hk−1 · ‖∇u‖L∞

 ‖u(t)‖Hk

≤ C5 · (C6(‖u(t)‖C1)‖u(t)‖Hk + C7(‖u(t)‖C1)‖u(t)‖Hk‖u(t)‖C1) ‖u(t)‖Hk
≤ C8(‖u(t)‖C1) · ‖u(t)‖2Hk .

Using symmetric hyperbolicity, we may estimate the term

2<e (JεL∂
αu, ∂αJεu)L2 = 2<e (LJε∂

αu, ∂αJεu)L2 + 2<e ([Jε, L]∂αu, ∂αJεu)L2

= <e ((L+ L∗)∂αJεu, ∂
αJεu)L2 + 2<e ([Jε, L]∂αu, ∂αJεu)L2

= −
n∑
j=1

<e
(
∂Aj
∂xj

· ∂αJεu, ∂αJεu
)
L2

+ 2<e ([Jε, L]∂αu, ∂αJεu)L2 ,

where

|
n∑
j=1

<e
(
∂Aj
∂xj

· ∂αJεu, ∂αJεu
)
L2

| ≤
n∑
j=1

‖∂Aj
∂xj

· ∂αJεu‖L2‖ · ‖∂αJεu‖L2

≤
n∑
j=1

‖∂Aj
∂xj
‖L∞ · ‖∂αJεu‖2L2

≤ C9(‖u(t)‖C1) · ‖u(t)‖2Hk
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and, with [Jε, L]v =
∑n
j=1[Jε, Aj ]

∂v
∂xj

,

|2<e ([Jε, L]∂αu, ∂αJεu)L2 | ≤ 2

n∑
j=1

‖[Jε, Aj ]
∂∂αu

∂xj
‖L2 · ‖∂αJεu‖L2

(Lemma4.5.iii))

≤ C10 ·
n∑
j=1

‖Aj‖C1 · ‖∂αu‖2L2

≤ C11(‖u(t)‖C1) · ‖u(t)‖2Hk .

We also have |
(
∂A0

∂t · ∂
αJεu, ∂

αJεu
)
L2 | ≤ C12(‖u(t)‖C1) · ‖u(t)‖2Hk ,

|2<e
(
Jε[A0, ∂

α]
∂u

∂t
, ∂αJεu

)
L2

| ≤ 2‖[A0, ∂
α]
∂u

∂t
‖L2 · ‖u(t)‖Hk

(4.3)

≤ C13 ·
(
‖∇A0‖Hk−1 · ‖∂u

∂t
‖L∞ + ‖∇A0‖L∞ · ‖

∂u

∂t
‖Hk−1

)
· ‖u(t)‖Hk

(4.5)

≤ (C14(‖u(t)‖C0) · ‖u(t)‖Hk · C15(‖u(t)‖C1) + C16(‖u(t)‖C1) · (1 + ‖u(t)‖Hk)) · ‖u(t)‖Hk
≤ C17(‖u(t)‖C1) · ‖u(t)‖Hk · (1 + ‖u(t)‖Hk)

and

|2<e
(

[A0, Jε]∂
α ∂u

∂t
, ∂αJεu

)
L2

| ≤ 2‖[A0, Jε]∂
α ∂u

∂t
‖L2 · ‖u(t)‖Hk

(4.5)

≤ C18(‖u(t)‖C1) · ‖u(t)‖Hk · (1 + ‖u(t)‖Hk).

Bringing everything together, we deduce that, setting ‖v‖2Hk,0 :=
∑
|α|≤k ‖∂αv‖2L2,0,

d

dt
‖Jεu(t)‖2Hk,0 ≤ C19(‖u(t)‖C1) ·

(
1 + ‖u(t)‖2Hk

)
. (4.11)

That inequality does not depend on ε > 0. Since by construction of u we have the existence of a
constant C20 such that ‖u(t)‖Hk ≤ C20 for all t ∈ I (because u ∈ L∞Hk) and since ‖ · ‖L2 and
‖ · ‖L2,0 are equivalent, we deduce that Jεu : I → Hk is C21-Lipschitz continuous for a constant
C21 > 0 independent of ε. Since for all t ∈ I one has (Jεu)(t) −→

ε→0
u(t) (in the strong Hk-topology)

and because the pointwise limit of a family of C21-Lipschitz continuous family is again C21-Lipschitz
continuous, we obtain that u : I → Hk is C21-Lipschitz continuous, in particular u ∈ C0Hk. 2

Step 7: Use in fact the preceding estimate of the t-derivative of ‖Jεu(t)‖Hk to deduce, using
Grönwall and after letting ε → 0, that ‖u(t)‖Hk can be controlled in terms of a continuous func-
tion of ‖u(t)‖C1 . Conclude the proof of Theorem 4.2.

Claim 7: The solution u ∈ C0Hk constructed above exists as long as ‖u(t)‖C1 remains bounded:
if, for a given T ∈ (0,∞), there is a constant C such that ‖u(t)‖C1 ≤ C for all t ∈ [0, T [, then
there exists a δ > 0 such that the solution u can be extended to a solution in C0([0, T + δ], Hk).
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Proof. Since by assumption ‖u(t)‖C1 ≤ C < ∞ for all t ∈ [0, T [, there exists a constant C ′ such
that C ′−1‖u(t)‖Hk ≤ ‖u(t)‖Hk,0 ≤ C ′‖u(t)‖Hk for all t ∈ [0, T [ and inequality (4.11) yields

d

dt
‖Jεu(t)‖2Hk,0 ≤ C1 · (1 + ‖u(t)‖2Hk,0),

which can be rewritten in integral form: for every τ > 0,

‖(Jεu)(t+ τ)‖2Hk,0 − ‖(Jεu)(t)‖2Hk,0
τ

=
1

τ

∫ τ

0

d

ds
‖Jεu(s)‖2Hk,0ds ≤

C1

τ
·
∫ τ

0

1 + ‖u(s)‖2Hk,0ds.

Using the pointwise convergence Jε −→
ε→0

Id in Hk (and Hk
,0) and letting then τ → 0+ lead to

d

dt
‖u(t)‖2Hk,0 ≤ C1 · (1 + ‖u(t)‖2Hk,0)

and therefore ‖u(t)‖2Hk,0 ≤ (1 + ‖u(0)‖2Hk,0) · eC1t − 1 for all t ∈ [0, T [, in particular there is a

constant K > 0 with ‖u(t)‖Hk ≤ K < ∞ for all t ∈ [0, T [. The latter inequality implies that u
can be extended beyond T , namely as follows. Consider a small interval of the form ]T − η̂, T + η̂[
for some η̂ > 0. Because Aj and g are continuous, satisfy the “strong” local Lipschitz condition
and because the time of existence for solutions to ODE’s depends continuously on the norm of the
initial condition (see e.g. proof of [16, Theorem 6.2.1]), up to making η̂ a bit smaller, there exists
an η > 0 such that, for any û0 ∈ Hk with ‖û0‖Hk ≤ K and for any t̂0 ∈]T−η̂, T+η̂[, the solution to
the approximate symmetric hyperbolic equation (4.9) starting in û0 at time t̂0 exists on [t̂0, t̂0 +η[,
and this independently on ε > 0 (use again Step 3). Taking η̌ := min(η, η̂) > 0, we can look at
the initial condition u(T − η̌

2 ) at time T − η̌
2 and obtain the existence of a family of approximate

solutions starting in u(T − η̌
2 ) at time T − η̌

2 and existing on [T − η̌
2 , T + η̌

2 [. Restricting to any com-

pact interval in [T − η̌
2 , T + η̌

2 [ and applying the preceding results from Steps 4 to 6, we obtain the

existence of a solution to the symmetric hyperbolic system starting in u(T − η̌
2 ) at time T − η̌

2 and
existing beyond T . By uniqueness of solutions to symmetric hyperbolic systems, the latter solution
coincides with the former on [T− η̌

2 , T [ and in particular u can be extended beyond T , QED. 2

Now we need an additional control on the lifetime of the solution under the additional assumptions
of semilinearity (instead of merely quasilinearity) and the one of punctured nonlinearity, i.e., we
assume that there is one regular solution (satisfied in our case, as the nonlinearity vanishes at the
zero section):

Theorem 4.6 (Estimate on lifetime) Consider a symmetric hyperbolic system of equations on
Tn of the form (4.1) where A0, Aj , g ∈ Ck for some k > n

2 + 1. Assume (4.1) to be semilinear,
i.e., that A0 and Aj are constant in their last argument u, and furthermore assume that there is a
sufficiently regular (say, C0Hk) global solution v to (4.1).
Then for every C, T > 0, there exists an ε > 0 such that every C1-solution u to (4.1) with
u(0) = f ∈ Hk and ‖f − v(0)‖Hk ≤ ε exists on [0, T ]× Tn and satisfies ‖u(s)− v(s)‖Hk ≤ C for
all s ≤ T .

Remark: On the one hand, if g(t, x, 0) = 0 for all (t, x) ∈ R×Tn, obviously 0 is a smooth solution.
On the other hand, by defining g̃(w) := g(v + w) + (L−A0∂t)v for a solution v, one can consider
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the equation P̃ (w) = 0 for P̃ := −A0∂t + L + g̃. Obviously, P̃ (w) = 0 is a symmetric hyperbolic
equation, where the nonlinearity g̃ satisfies g̃(0) = 0.

Proof. In view of the extension criterion in Theorem 4.2 and the remark above, we assume that
g(t, x, 0) = 0 and estimate ‖u(t)‖2Hk by a function of t. We proceed as in the proof of Claim 3

above and first estimate d
dt‖Jεu(t)‖2Hk,0 for any ε > 0, where ‖v‖2Hk,0 :=

∑
|α|≤k (A0 · ∂αv, ∂αv)L2

for every v ∈ Hk (both norms ‖·‖Hk,0 and ‖·‖Hk are equivalent on any compact subset of R×Tn);
then we let ε tend to 0 and obtain a differential inequality which, by Bihari’s inequality, implies the
statement. Taking into account that all Aj , 0 ≤ j ≤ n, only depend on (t, x) and that g(t, x, 0) = 0,
we can mimic the proof of Step 3 and obtain, after letting ε→ 0, the estimate∣∣∣∣ ddt‖u(t)‖2Hk,0

∣∣∣∣ ≤ F (‖u(t)‖2C0) · ‖u(t)‖2Hk,0

for some continuous real-valued function F on [0,∞). In particular, up to changing F , we obtain

∣∣∣∣ ddt‖u(t)‖2Hk,0

∣∣∣∣ ≤ F (‖u(t)‖2Hk,0) · ‖u(t)‖2Hk,0.

By Bihari’s inequality, this proves the statement. Namely, letting y(t) := ‖u(t)‖2Hk,0, we have

the inequality y′ ≤ yF (y) so that, assuming y > 0 (otherwise y vanishes identically because of
Theorem 4.7 below) and setting z := ln(y), we obtain

∫ z(t)

z(0)

ds

F (es)
≤ t

for every t ≥ 0. Because F (es) −→
s→−∞

F (0) ≥ 0, we have
∫ z(t)
z(0)

ds
F (es) −→y(0)↘0

∞ which implies that,

for any T,D > 0, there exists an ε > 0 such that, for any y fulfilling y′ ≤ yF (y) with y(0) < ε, the
function z(t) exists on [0, T ] and satisfies z(t) ≤ D. This concludes the proof. �

Finally, we need (global) uniqueness for solutions to symmetric hyperbolic systems.

Theorem 4.7 Consider a KN -valued first-order symmetric hyperbolic system on Tn or Rn as in
Definition 4.1 and assume Aj , g ∈ C1. Let I be an open interval with 0 ∈ I. Let u1, u2 ∈ C1(I×Tn)
(resp. u1, u2 ∈ C1(I × Rn)) be any solutions to

A0(t, x, uj)
∂uj
∂t

= L(t, x, uj , ∂)uj + g(t, x, uj) for t ∈ I

with uj(0) = f ∈ C0. Then u1 = u2.
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Proof. We show that u1 − u2 solves a linear symmetric hyperbolic system. We write

∂(u1 − u2)

∂t
= A−1

0 (t, x, u1) · L(t, x, u1, ∂)u1 +A−1
0 (t, x, u1) · g(t, x, u1)

−A−1
0 (t, x, u2) · L(t, x, u2, ∂)u2 −A−1

0 (t, x, u2) · g(t, x, u2)

= A−1
0 (t, x, u1) · L(t, x, u1, ∂)(u1 − u2) +A−1

0 (t, x, u1) · L(t, x, u1, ∂)u2 −A−1
0 (t, x, u2) · L(t, x, u2, ∂)u2

+(A−1
0 g)(t, x, u1)− (A−1

0 g)(t, x, u2)

= A−1
0 (t, x, u1) · L(t, x, u1, ∂)(u1 − u2) + (A−1

0 (t, x, u1)−A−1
0 (t, x, u2)) · L(t, x, u1, ∂)u2

+A−1
0 (t, x, u2) · (L(t, x, u1, ∂)− L(t, x, u2, ∂))u2 + (A−1

0 g)(t, x, u1)− (A−1
0 g)(t, x, u2).

Now, because A0, Aj , g ∈ C1, we may write

A−1
0 (t, x, u1)−A−1

0 (t, x, u2) = M(t, x, u2, u2) · (u1 − u2)

L(t, x, u1, ∂)− L(t, x, u2, ∂) =

n∑
j=1

Bj(y, x, u1, u2) · (u1 − u2)
∂

∂xj

(A−1
0 g)(t, x, u1)− (A−1

0 g)(t, x, u2) = N(t, x, u1, u2) · (u1 − u2),

therefore

∂(u1 − u2)

∂t
= A−1

0 (t, x, u1) · L(t, x, u1, ∂)(u1 − u2) +M(t, x, u2, u2) · (u1 − u2)L(t, x, u1, ∂)u2

+A−1
0 (t, x, u2) ·

n∑
j=1

Bj(y, x, u1, u2) · (u1 − u2)
∂u2

∂xj
+N(t, x, u1, u2) · (u1 − u2),

that is,

A0(t, x, u1) · ∂(u1 − u2)

∂t
= L(t, x, u1, ∂)(u1 − u2) +B(t, x, u1, u2) · (u1 − u2),

where B is of zero order. Hence u1 − u2 solves a linear symmetric hyperbolic system of first order
with vanishing initial condition along the Cauchy hypersurface {0} × Tn (resp. {0} × Rn) of the
globally hyperbolic spacetime I × Tn (resp. I × Rn). An elementary energy estimate for such
systems (see e.g. [3, Theorem 5.3]) implies that u1 − u2 = 0 on I × Tn (resp. I × Rn). 2

Now we want to transfer the previous local results to the framework of Lorentzian manifolds. Let
(Mn, g) be any globally hyperbolic spacetime and S ⊂ M be any spacelike Cauchy hypersurface

with induced Riemannian metric gS . Let E
π−→M be any vector bundle. A differential operator

P of order k ∈ N on π is a fibre-bundle-morphism from the kth jet bundle Jkπ of π to π. It is
called semilinear if [. . . [P, f ·], f ·, . . . , f ·] =: σP (df) is a vector bundle endomorphism for all scalar
functions f on M , where f appears k times in the brackets. Generalizing [3, Definition 5.1] to the
nonlinear case, we define a semilinear symmetric hyperbolic operator of first order acting
π as a semilinear first-order-differential operator P acting on sections of π such that, denoting by
σP : T ∗M → End(E) its principal symbol, there is an (definite or indefinite) inner product 〈· , ·〉
on E such that for any ξ ∈ T ∗M , the endomorphism σP (ξ) of E is symmetric/Hermitian and
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positive-definite in case ξ is future-directed causal. It is easy to see that, locally, P is described
exactly by Definition 4.1, where t is a local time-function on M . Theorems 4.2 and 4.7 imply the
following

Corollary 4.8 Let (Mn, g) be any globally hyperbolic spacetime and S ⊂ M be any spacelike

Cauchy hypersurface with induced Riemannian metric gS. Let E
π−→M be any vector bundle with

(definite or indefinite) inner product and P be any semilinear symmetric hyperbolic operator of
first order acting on sections of π. Let k ∈ N with k > n−1

2 +1.Then for any f ∈ Hk,2(S, gS), there
exists an open neighbourhood U of S in M such that a unique solution u ∈ ΓC1(U,E) to Pu = 0
with u|S = f exists.

Proof. Choose for any point x ∈ S a neighbourhood Bx in S such that the domain of dependence
Ax of Bx is contained in a submanifold chart domain for S. Then, via the embedding of Bx into
a possibly large torus, we can express the equation Pu = h(u) locally in each Ax as a symmetric
hyperbolic system as in Definition 4.1. Consider for each x a cut-off function which is 1 on Bx
and has support contained in a chart neighbourhood of the torus. We cut-off the initial data using
that function and get the existence of a solution in a small strip around Bx. There is a small
neighbourhood of x whose domain of dependence Cx is contained in that strip. The solutions
obtained that way coincide on the intersection of any two such domains. Patching all such domains
Cx together, we obtain a small open neighbourhood of S in M carrying a solution to the original
equation. 2

Corollary 4.9 Let (Mn, g) be any globally hyperbolic spacetime with compact Cauchy hypersurface

S ⊂M . Let k ∈ N with k > n−1
2 +1. Let E

π−→M be any vector bundle with (definite or indefinite)
inner product and P be any Ck semilinear symmetric hyperbolic operator of first order acting on
sections of π with P = L + h, where L is linear and h is of order zero with h(0) = 0. Then we
have the following estimate on lifetime for the solution u of Pu = 0: for each T > 0, there is an
ε > 0 such for all initial values u0 on S with Hk-norm smaller than ε, the lifetime for the solution
with that initial value is greater than T .

Proof. First observe that for every coordinate patch, a global solution is given by 0. Then use
finitely many times the estimates given in Theorem 4.6. 2

Symmetric hyperbolic operators of second order on E
π−→M are defined as follows: a differential

operator P of second order on π is called symmetric hyperbolic if there exists a symmetric
hyperbolic operator of first order Q – called the first prolongation of P – acting on sections
of π ⊕ T ∗M⊗π such that Pu = Q(u,∇u) for every section u of π. This fits to the restriction to
charts — there, ∇u is expressed as ∂u+ Γ where Γ is an algebraic (actually, linear) expression in
the u variable. Therefore a representation by Q as above entails an analogous expression in each
chart. Furthermore, common textbook knowledge assures that every operator of the form

Pu = −∂2
t u+

m∑
i,j=1

Aij(t, x) · ∇iju+

m∑
i=1

Bi(t, x) · ∇iu+ c · ∂tu+ d · u

(with Aij symmetric and uniformly positive) can be presented as Pu = Q(u,∇u) as above, and
the Laplace-d’Alembert equation on a compact subset can be brought into the form Pu = 0 for P
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as above. If P is semilinear, so is Q; if P = A + g with A linear and g(0) = 0, then Q = B + h
with h(0) = 0. The local-in-time existence result for second-order symmetric hyperbolic systems
is based on Corollary 4.8. It is important to note that, if P has Ck coefficients, then so has Q.
However, as the new operator Q includes a derivative of u, we loose one order of regularity for
u, but as we do not care much for the weakest possible regularity condition on the initial val-
ues anyway, we treat the semilinear operator Q just like a quasilinear operator. However, notice
that there is a folklore theorem mentioned in Taylor’s book stating that semilinear symmetric
hyperbolic systems of first order have a C0-extension criterion, therefore we could avoid the loss
of one derivative of u and obtain sharper statements for the necessary regularity of the initial values.
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[7] P.T. Chruściel, Lectures on Energy in General Relativity, Kraków, March-April 2010, Preprint,
available at http://homepage.univie.ac.at/piotr.chrusciel.

[8] J. Corvino, On the existence and stability of the Penrose compactification, Ann. Henri Poincaré
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