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1 Introduction

Electromagnetic interactions play a key role in the history of physics since they are related to
the first successful example of unification of two apparently different fields, the electric and the
magnetic one, into a single body, the Faraday tensor. The latter tensor contains all the physical
information both at a classical and at a quantum level. Indeed, as noted for example in [18], in
all idealized and real experiments of the Aharonov-Bohm kind, the true observable is actually the
flux of the magnetic component of the Faraday tensor which is present inside an impenetrable
region, typically a cylinder. It is far from the scope of this paper to discuss the details of this
procedure, but it is sufficient to say that, on Minkowski background and in absence of sources,
the result is pretty much satisfactory. Yet the situation starts to complicate itself as soon as it
is assumed that a spacetime M has a non-trivial geometry.
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In this paper we will be interested in the Cauchy problem for Maxwell’s equations (for k-
forms) δF = j and dF = 0 on a globally hyperbolic manifold M with timelike boundary [1].
Within this setting, boundary conditions have to be imposed to ensure the well-posedness of
the resulting Cauchy problem: For the case at end we will impose the vanishing of the normal
component of the Faraday tensor F at the boundary.

The well-posedness of the Cauchy problem allows to introduce advanced/retarded propaga-
tors for the operator D = d+δ. This opens to the possibility of applying a standard quantization
scheme [10, Chap. 3] which is well-established for the case of the Faraday tensor on globally
hyperbolic manifolds without boundaries [12, 13], for U(1)-gauge theories [5–7] and for gauge
theories on globally hyperbolic manifolds with timelike boundary [8, 11].

Statement of the problem and main results. Through this paper, (M, g) denotes a glob-
ally hyperbolic manifold with timelike boundary ∂M as defined in [1, Definition 2.14], see also
e.g. [17, Definition 2.1]. In more details, (M, g) is a connected, oriented smooth Lorentzian n-
dimensional manifold M with boundary ∂M such that (∂M, g|∂M) is a Lorentzian manifold and
there exists a smooth Cauchy temporal function t : M → R such that

M = R × Σ g = −β2dt2 + ht ,

where β : R × Σ → R is a smooth positive function, ht is a Riemannian metric on each slice
Σt := {t} × Σ varying smoothly with t, and these slices are spacelike Cauchy hypersurfaces with
boundary ∂Σt := {t} × ∂Σ, namely achronal sets intersected exactly once by every inextensible
timelike curve.

The (sourceless) Maxwell’s equations for the Faraday tensor F ∈ Ωk(M) are given by satis-
fying

dF = 0 and d ∗g F = 0 .

Clearly, if the boundary of ∂M is not empty, then the uniqueness of a solution to the Cauchy
problem for F can be expected only if a boundary condition is imposed. To this end, we shall
consider the boundary condition

n⌟F = 0

where the vector field n is the outward-pointing unit normal vector field along ∂M. If we fix
ν ∈ Γ(T ∗M|∂M) to be a 1-form such that

ker νp = Tp∂M , νp(np) > 0 , and L∂tν = 0 ,

for all p ∈ ∂M, then there exists a positive smooth function ct on ∂M such that

np = ctν
♯t

for all p ∈ ∂M, where ♯t : T ∗Σ → TΣ denotes the musical isomorphism associated with ht. For
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later convenience we set

Ωk
c,n(M) := {F ∈ Ωk

c (M) | n⌟F = 0} ,

Ω•
c,n,δ(M) := {α ∈ Ω•

c,n(M) | δα = 0} ,

Ω•
c,n,d(M) := {α ∈ Ω•

c,n(M) | dα = 0} .

Within this setting, the main result of the paper is the following:

Theorem 1.1. Let (M, g) be a globally hyperbolic manifold with timelike boundary and let be
j ∈ Ωk−1

c,n,δ(M), ζ ∈ Ωk+1
c,d (M) and F0 ∈ Ωk

c (M) such that

(supp(ζ) ∪ supp(j)) ∩ Σ0 = ∅ , supp(F0) ∩ ∂M = ∅ , dΣ0ι∗
Σ0F0 = 0 , dΣ0ι∗

Σ0 ∗g F0 = 0 .

Then the Cauchy problem for the Faraday tensor

dF = ζ (1.1a)
δF = j (1.1b)

n⌟F = 0 (1.1c)
F |Σ0 = F0 (1.1d)

has a unique solution F ∈ Ωk
sc,n(M). Moreover,

supp(F ) ⊆ J [supp(F0) ∪ supp(j) ∪ supp(ζ)] , (1.2)

where J(A) denotes the causal development of A.

Remarks 1.2.

1. It is worth pointing out that Theorem 1.1 proves that any closed compactly supported form
ζ ∈ Ωk+1

c,d (M) is necessarily exact, ζ = dF , for a spacelike form F ∈ Ωk
sc(M). (A similar

argument applies for the coexactness of j in Equation (1.1b).) Actually, the inclusion
Ωk+1

c,d (M) ⊂ dΩk(M) can be proved by cohomological arguments1 and is based on the fact
that M is homeomorphic to R× Σ. Indeed, let f ∈ C∞

c (R) be such that
∫
R f(t)dt = 1 and

consider the following maps between chain complexes

Ω•−1
c (Σ) fdt∧·−−−→ Ω•

c(M) Id−→ Ω•(M)
ι∗
Σ−→ Ω•(Σ) ,

where the Id is the identity map while ι∗
Σ is the pull-back to Σ. All these maps induces

(de Rham) cohomology maps —denoted by [fdt ∧ ·], [Id], [ι∗
Σ]— and by [9, Prop. 4.7]

we have H•−1
c (Σ) ≃ H•

c (M) while [9, Prop. 4.1] proves that H•(M) ≃ H•(Σ). Let
now [ω]c ∈ H•

c (M). Since H•
c (M) ≃ H•−1

c (M) there exists [α]c ∈ H•−1
c (Σ) such that

1We are grateful to M. Benini for this observation.
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[ω]c = [fdt ∧ α]c. Considering the equivalence class [Id][fdt ∧ α]c = [fdt ∧ α] ∈ H•(M) and
the isomorphism H•(M) ≃ H•(Σ) we then find

[fdt ∧ α] = [ι∗
Σ]−1[ι∗

Σ][fdt ∧ α] = [ι∗
Σ]−1[ι∗

Σ(fdt ∧ α)] = [0] ,

where in the last line we used πΣ ◦fdt∧· = 0. This proves that [Id] is the zero map, hence
the claim.

2. Our analysis extends straightforwardly to the Cauchy problem for a Faraday tensor coupled
with the boundary condition n⌟ ∗g F0 = 0 .

3. Theorem 1.1 can be generalized by dropping the assumption supp(F0) ∩ ∂M = ∅ and
(supp(ζ) ∪ supp(j)) ∩ Σ0 = ∅. This requires introducing suitable “compatibility condi-
tions” between F0 and j as described in [17]. We will refrain from discussing this case
as the hypotheses of Theorem 1.1 are sufficient for the application we have in mind, cf.
Proposition 5.1.

4. The boundary condition (1.1c) can be derived with the following variational argument
—cf. [11, Rmk. 27]. In this setting one introduces the formal action

I(A) = 1
2(dA, dA)M = 1

2

∫
M

dA ∧ ∗gdA ,

where the convergence of the integral is not discussed. The homogeneous Maxwell’s equa-
tions δdA = 0 are recovered by requiring A to be a critical point of the formal action I,
namely

d
dε

I(A + εα)
∣∣∣∣
ε=0

= 0 ∀α ∈ Ωk−1
c (M) ,

where α ∈ Ωk−1
c (M) is an arbitrarily chosen compactly supported smooth (k − 1)-form.

Notably, although I(A) may be ill-defined, the derivative d
dε

I(A + εα)
∣∣∣∣
ε=0

is always well-

defined and it can be written as

d
dε

I(A + εα)
∣∣∣∣
ε=0

= (dA, dα)M = (δdA, α)M + (n⌟dA, ι∗
∂Mα)∂M ,

where (· , ·)∂M is the canonical pairing between forms on ∂M. Because α can be chosen
arbitrarily, this leads to δdA = 0 and n⌟dA = 0.

5. The well-posedness of the Cauchy problem will guarantee the existence of Green operators
(cf. Proposition 5.1) which play a pivotal role in the algebraic approach to linear quantum
field theory, see e.g. [4, 10,16] for textbooks and [3, 10,15] for recent reviews.
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Plan of the proof. As a preliminary, in Section 2 we will decompose the Faraday tensor
F ∈ Ωk(M) into its electric and magnetic components FE , FB, cf. Equation (2.1). The equations
of motion (1.1a)-(1.1b) are then written in terms of FE , FB leading to the standard formulation
of Maxwell’s equations in terms of electric and magnetic “fields”. Within this setting the system
made by (1.1a)-(1.1b) decouples in a system of 2 dynamical equations, which determine FE , FB

once initial data and boundary conditions are provided, and 2 constraint equations, which must
be fulfilled along the motion and in particular by the initial data. Similarly, the initial condi-
tion (1.1d) leads to initial conditions for FE , FB; moreover, the same applies for the boundary
condition (1.1c) which leads to 2 boundary conditions for FE and FB. As we will see more in
details, the boundary conditions we obtain are somehow redundant: The first one can be used
to determine FE , FB uniquely —together with the initial data and the dynamical equations
of motion— whereas the latter plays the role of a constraint. Summing up, the initial-value
problem with boundary conditions (1.1) for F will be turned into an initial-value problem with
boundary conditions and constraints for FE , FB.

In Section 3, we will solve the initial-boundary value problem for FE , FB relying on the
results of [17]. Henceforth, in Section 4 we will prove that the constraints are fulfilled once they
are fulfilled by the initial data. We conclude our paper with Section 5, devoted to prove the
existence of Green operators for the Faraday tensor. This leads to a pre-symplectic form on the
space of solutions to the Cauchy problem for the Faraday tensor: To this avail, however, one
has to consider Faraday of all degrees in a unified non-trivial fashion.

Acknowledgment. We are grateful to Marco Benini for helpful discussions related to the
topic of this paper. This work was produced within the activities of the INdAM-GNFM. N.D.
acknowledges the support of the GNFM-INdAM Progetto Giovani Non-linear sigma models
and the Lorentzian Wetterich equation. S.M. acknowledges the support of the GNFM-INdAM
Progetto Giovani Feynman propagator for Dirac fields: a microlocal analytic approach.

2 Reformulation of the Cauchy problem

Let π2 : M → Σ be the projection on the second factor in the Cartesian product M = R× Σ and
let V• := π∗

2(Λ•T ∗Σ) → M be the pull-back over M of the exterior bundle of Σ. The electric
and the magnetic components of a given F ∈ Ωk(M) are the forms FB ∈ Γ(Vk) and
FE ∈ Γ(Vn−k) defined by

F = dt ∧ ∗htFE + FB , (2.1)

where ∗ht denotes the Hodge dual with respect to the metric ht. More explicitly we have

∗htFE := ∂t⌟F , FB = F − dt ∧ ∗htFE ,

where ∂t⌟ denotes the interior product with ∂t. Clearly FE , FB determines F uniquely and
viceversa.
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Remark 2.1. For later convenience we shall recollect here some useful identities concerning
the differential, codifferential, Hodge operators, pull-backs and interior products. Let (M, g)
be an m-dimensional pseudo-Riemannian manifold with possibly non-empty boundary ∂M ; in
most applications below, Mm will be either the spacetime M, its boundary ∂M together with
its induced Lorentzian metric or the Cauchy hypersurface Σ with Riemannian metric ht. We
denote by σM the index of M . The orientation of M will be chosen such that, for any oriented
pointwise basis (e∗

1, . . . , e∗
n−1) of T ∗Σ, the n-tuple (dt, e∗

1, . . . , e∗
n−1) is an oriented basis of T ∗M.

We denote by d• : Ω•(M) → Ω•+1(M) the differential on M while ∗• : Ω•(M) → Ωm−•(M)
denotes the Hodge dual of (M, g). To emphasize the difference between operators on M and on
∂M, the differential and Hodge dual of ∂M will be denoted by d∂M

• and ∗∂M
• respectively —we

will suppress the superscript when the latter is clear from the context. We then have

∗m−k∗k = (−1)k(m−k)+σM (⇒ ∗−1
k = (−1)k(m−k)+σM ∗m−k)

δk = d∗
k = (−1)k(∗k−1)−1dm−k∗k

∗k−1δk = (−1)kdm−k ∗k δm−k∗k = (−1)k+1 ∗k+1 dk

∗∂M
k−1n⌟ = ι∗

∂M ∗k

n⌟∗m−k = (−1)m−k+σM +σ∂M ∗∂M
m−k ι∗

∂M

X♭ ∧ ∗gω = (−1)k+1 ∗g (X⌟ω)
∗g(X♭ ∧ ω) = (−1)kX⌟ ∗g ω

δ∂M
m−k−1n⌟|Ωm−k(M) = −n⌟δm−k ,

for all ω ∈ ΛkT ∗M and X ∈ TM . Moreover, defining the pointwise nondegenerate inner product
⟨· , ·⟩ on ΛkT ∗M via

⟨ω, ω′⟩ := (−1)σM · ∗g(ω ∧ ∗gω′),

we have, for all X ∈ TM , ω ∈ ΛkT ∗M and ω′ ∈ Λk+1T ∗M ,

⟨X♭ ∧ ω, ω′⟩ = (−1)σM · ∗g(X♭ ∧ ω ∧ ∗gω′)
= (−1)σM · (−1)k · ∗g(ω ∧ X♭ ∧ ∗gω′)
= (−1)σM · (−1)k · (−1)k ∗g (ω ∧ ∗g(X⌟ω′))
= ⟨ω, X⌟ω′⟩.

Moreover, for all ω ∈ ΛkT ∗M and ω′ ∈ Λm−kT ∗M ,

⟨∗gω, ω′⟩ = (−1)k(m−k)+σM · ⟨∗gω, ∗2
gω′⟩

= (−1)k(m−k)+2σM · ⟨ω, ∗gω′⟩
= (−1)k(m−k) · ⟨ω, ∗gω′⟩.

The next lemma converts equations (1.1a)-(1.1b) into dynamical and constraint equations
for FE , FB.
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Lemma 2.2. A k-form F ∈ Ωk(M) solves (1.1a)-(1.1b) if and only if its electric and magnetic
components FE , FB solve

β−1L∂t(β−1FE) + (−1)(n−k+1)(k+1)+1β−1dΣ(∗htβFB) = (−1)(n−k)(k+1) ∗ht jB , (2.2a)
L∂tFB − dΣ ∗ht FE = ∗htζE , (2.2b)

dΣ(β−1FE) = (−1)n−kβ−1jE , (2.2c)
dΣFB = ζB , (2.2d)

where dΣ denotes the differential on Σ, while jE ∈ Γ(Vn+1−k) and jB ∈ Γ(Vk−1) are the electric
and magnetic components of j ∈ Ωk−1(M).

Proof. We recall that the differential d on M and the differential dΣ on Σ are related by

dω = dt ∧ ∂t⌟dω + dΣι∗
Σω ,

for all ω ∈ Ωk(M). By direct inspection we have

ζ = dF = −dt ∧ dΣ ∗ht FE + dt ∧ ∂t⌟dFB + dΣFB Eq. (2.1)
= dt ∧ [L∂tFB − dΣ ∗ht FE ] + dΣFB ∂t⌟FB = 0 ,

which leads to Equations (2.2b) and (2.2d) once we consider the decomposition ζ = dt∧∗htζE +
ζB.

For what concerns Equations (2.2a) and (2.2c) we consider the Hodge dual of Equation
(1.1b):

∗gj = ∗gδF = (−1)kd ∗g F .

Moreover, for all ω ∈ Γ(Vk) we have βdt ∧ ∗htω = (−1)k ∗g ω, which implies

∗gF = β−1 ∗g (βdt ∧ ∗htFE) + ∗gFB

= (−1)n−kβ−1 ∗2
g FE + ∗gFB

= (−1)(n−k)(k+1)+σMβ−1FE + (−1)kβdt ∧ ∗htFB

= (−1)(n−k)(k+1)+1β−1FE + (−1)kβdt ∧ ∗htFB

and similarly

∗gj = ∗g(dt ∧ ∗htjE + jB)
= β−1 ∗g (βdt ∧ ∗htjE) + ∗gjB

= (−1)n−k+1β−1 ∗2
g jE + (−1)k−1βdt ∧ ∗htjB

= (−1)n−k+1+(n−k+1)(k−1)+σMβ−1jE + (−1)k−1βdt ∧ ∗htjB

= (−1)k(n−k+1)+1β−1jE + (−1)k−1βdt ∧ ∗htjB .
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Therefore,

d ∗g F = (−1)(n−k)(k+1)+1d(β−1FE) + (−1)kd(dt ∧ ∗htβFB)
= (−1)(n−k)(k+1)+1dt ∧ ∂t⌟ d(β−1FE) + (−1)(n−k)(k+1)+1dΣ(β−1FE)

+(−1)k+1dt ∧ dΣ(∗htβFB)
= dt ∧

(
(−1)(n−k)(k+1)+1L∂t(β−1FE) + (−1)k+1dΣ(∗htβFB)

)
+(−1)(n−k)(k+1)+1dΣ(β−1FE).

It can be deduced that d ∗g F = (−1)k ∗g j if and only if{
(−1)(n−k)(k+1)+1L∂t(β−1FE) + (−1)k+1dΣ(∗htβFB) = −β ∗ht jB

(−1)(n−k)(k+1)+1dΣ(β−1FE) = (−1)k(n−k)+1β−1jE
,

that is{
β−1L∂t(β−1FE) + (−1)(n−k+1)(k+1)+1β−1dΣ(∗htβFB) = (−1)(n−k)(k+1) ∗ht jB

dΣ(β−1FE) = (−1)n−kβ−1jE
.

This leads to Equations (2.2a) and (2.2c).

Remark 2.3. The constraint δj = 0 on the current j ∈ Ωk−1
c,n,δ(M) assumed in Theorem 1.1 reduces

to the standard continuity equation in terms of jE , jB:

L∂t [β−1jE ] + (−1)k(n−k)+1dΣ[β ∗ht jB] = 0 , dΣ[β−1jE ] = 0 . (2.3)

Similarly ζ ∈ Ωk+1
c,d (M) has to be closed, therefore,

L∂tζB − dΣ ∗ht ζE = 0 , dΣζB = 0 . (2.4)

Thus, Equations (1.1a)-(1.1b) can be recast into Equations (2.2). Notice that the latter
consists of two dynamical equations (2.2a)-(2.2b) and two constraint equations (2.2c)-(2.2d).
In the next section we will prove that Equations (2.2a)-(2.2b) define a symmetric hyperbolic
system [17, Def. 2.4-2.5]. Before that, we observe that the boundary condition (1.1c) can be
equivalently written in terms of the electric and magnetic components FE , FB as

n⌟ ∗ht FE = 0 (⇔ ι∗
∂Σt

FE = 0) (2.5)
n⌟FB = 0 (⇔ ι∗

∂Σt
∗ht FB = 0) . (2.6)

As we will see, in order to apply the results of [17] only one among (2.5)-(2.6) is needed —in
the following we will choose (2.5). The remaining boundary condition is redundant, in fact, it
plays the role of an additional constrained boundary condition.
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3 Maxwell’s equations as a constrained symmetric hyperbolic system

We now recast Equations (2.2a)-(2.2b) into a symmetric hyperbolic system. Following [17, Def.
2.4-2.5] we recall that a differential operator S : Γ(E) → Γ(E) on a Riemannian vector bundle
E → M, is called symmetric hyperbolic system over M if

(S) The principal symbol σS(ξ) : Ep → Ep is pointwise self-adjoint resp. symmetric with respect
to ≺ · | · ≻p for every ξ ∈ T∗

pM and for every p ∈ M —here ≺ · | · ≻p denotes the Riemannian
resp. symmetric fiber pairing at Ep;

(H) For every future-directed timelike covector τ ∈ T∗
pM, the bilinear form ≺ σS(τ) · | · ≻p is

positive definite on Ep for every p ∈ M.

A symmetric hyperbolic system S is said of constant characteristic if dim ker σS(n♭) is con-
stant, where σS(n♭) ∈ End (T ∗M|∂M). In particular, if σS(n♭) has maximal rank at each point of
∂M we say that S is nowhere characteristic.

Concerning boundary conditions for a symmetric hyperbolic system S with constant charac-
teristic we quote from [17, Definition 2.13]. A smooth subbundle B of E|∂M is called a self-adjoint
admissible boundary condition for S if

(i) the quadratic form Ψ 7→≺ σS(ν)Ψ | Ψ ≻p vanishes on B —here ν ∈ Ω1(M) is any form such
that ker νx = Tx∂M for all x ∈ ∂M;

(ii) the rank of B is equal to the number of pointwise non-negative eigenvalues of σS(ν) counting
multiplicity;

(iii) the identity B = B† holds, where B† := [σS(n♭)B]⊥ and the symbol (·)⊥ denotes the
pointwise orthogonal complement with respect to ≺ · | · ≻.

The next Proposition shows that Equations (2.2a)-(2.2b) can be interpreted as a symmetric
hyperbolic system of constant characteristic. Moreover, the boundary condition (2.5) is a self-
adjoint boundary condition for that symmetric hyperbolic system.

Proposition 3.1. Let E = Vn−k ⊕ Vk → M be the vector bundle over M with the standard
positive-definite fiber metric ≺ · | · ≻ between forms. Actually for FB, F ′

B ∈ Γ(Vk) we have

≺ FB | F ′
B ≻:= ∗ht [FB ∧ ∗htF

′
B] = − ∗g [FB ∧ ∗gF ′

B] .

Then:

1. The first-order differential operator S : Γ(E) → Γ(E) defined by

S
[
FE

FB

]
=
(

β−1L∂t ◦ β−1 (−1)(n−k+1)(k+1)+1β−1dΣ ∗ht β
−dΣ∗ht L∂t

)[
FE

FB

]
, (3.1)

is a symmetric hyperbolic system of constant characteristic.
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2. The subbundle B ⊂ E|∂M defined by

B := {(FE , FB) ∈ E|∂M | n⌟FB = 0} := {(FE , FB) ∈ E|∂M | ν ∧ ∗htFB = 0} , (3.2)

defines a self-adjoint admissible boundary condition for S.

Proof.

1 The principal symbol of S at ξ ∈ T ∗
p M, p ∈ Σt, is given by

σS(ξ) =
(

β−2ξ(∂t) IdVn−k|p (−1)(n−k+1)(k+1)+1ξΣt ∧ ∗ht

−ξΣt ∧ ∗ht ξ(∂t) IdVk|p

)
,

where ξΣt := ι∗
Σt

ξ being ιΣt : Σt → M. By direct inspection we have, for all FE ∈ Vn−k
p ,

FB ∈ Vk
p , and ξ ∈ T ∗

p M,

≺ −ξΣt ∧ ∗htFE | FB ≻ = − ≺ ∗htFE | ξ♯t

Σt
⌟FB ≻

= −(−1)(n−k)(k−1) ≺ FE | ∗ht (ξ♯t

Σt
⌟FB) ≻

= −(−1)(n−k)(k−1)+k+1 ≺ FE | ξΣt ∧ ∗htFB ≻
= (−1)(n−k+1)(k+1)+1 ≺ FE | ξΣt ∧ ∗htFB ≻ ,

which shows σS(ξ)† = σS(ξ) and therefore that condition (S) holds.
Next we prove condition (H). Let ξ = ξ(∂t)dt + ξΣt ∈ T ∗

p M be any future-directed timelike
covector that is, ∥ξΣt∥2

ht
< β−2ξ(∂t)2 and ξ(∂t) > 0. For any FE ∈ Vk

p and FB ∈ Vn−k
p we

have

≺ σS(ξ)(FE , FB) | (FE , FB) ≻ = β−2ξ(∂t) ≺ FE | FE ≻ +ξ(∂t) ≺ FB | FB ≻
− 2 ≺ ξΣt ∧ ∗htFE | FB ≻
≥ β−2ξ(∂t) ≺ FE | FE ≻ +ξ(∂t) ≺ FB | FB ≻
− 2∥ξΣt∥ht ≺ FE | FE ≻1/2≺ FB | FB ≻1/2

≥ β−2ξ(∂t) ≺ FE | FE ≻ +ξ(∂t) ≺ FB | FB ≻
− 2β−1ξ(∂t) ≺ FE | FE ≻1/2≺ FB | FB ≻1/2

= ξ(∂t)
[
β−1 ≺ FE | FE ≻1/2 − ≺ FB | FB ≻1/2

]2
≥ 0 .

Moreover, if ≺ σS(ξ)(FE , FB) | (FE , FB) ≻= 0 then the above inequalities implies

∥ξΣt∥ht ≺ FE | FE ≻≺ FB | FB ≻= β−2ξ(∂t)2 ≺ FE | FE ≻≺ FB | FB ≻ ,

which forces FE = 0 and FB = 0 due to the condition ∥ξΣt∥2
ht

< ξ(∂t)2β−2. This proves
that σS(ξ) is positive definite and therefore condition (H) holds.
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Finally, since σS(ν) is given by

σS(ν) =
(

0 (−1)k(n−k)ν ∧ ∗ht

−ν ∧ ∗ht 0

)
,

it follows that

ker σS(ν) = {(FE , FB) ∈ Vn−k ⊕ Vk | n⌟FE = 0 = n⌟FB}
= π∗

2Λn−kT ∗∂Σ ⊕ π∗
2ΛkT ∗∂Σ ,

which proves that S is of constant characteristic.

2 We now prove that the subbundle B introduced in Equation (3.2) identifies a future admis-
sible boundary condition for S. By direct inspection we have

E|∂M = ker σS(ν) ⊕ ker[σS(ν) + 1] ⊕ ker[σS(ν) − 1] ,

where

ker σS(ν) ≃ π∗
2Λn−kT ∗∂Σ ⊕ π∗

2ΛkT ∗∂Σ ,

ker[σS(ν) − ε] = {(FE , −εν ∧ ∗htFE) ∈ E|∂M | ∗ht FE ∈ π∗
2Λk−1T ∗∂Σ} , ε ∈ {1, −1} .

Notice dim ker σS(ν) =
(n−2

n−k

)
+
(n−2

k

)
, moreover, each eigenspace associated to ε ∈ {±1}

has pointwise rank
(n−2

k−1
)
. Thus, an admissible boundary condition must have rank

(n−2
k

)
+(n−2

k−1
)
+
(n−2

n−k

)
because of condition (ii). But this is exactly the case for B, whose dimension

is
(n−1

k−1
)

+
(n−2

k

)
so that condition (ii) is fulfilled. Moreover, for all (FE , FB) ∈ B it holds

≺ σS(ν)(FE , FB) | (FE , FB) ≻= −2 ≺ FE | ν ∧ ∗htFB ≻= 0 .

The latter equality implies condition (i). Finally, since B = Vn−k ⊕ π∗
2ΛkT ∗∂Σ and

σS(ν)(B) = {(0, −ν ∧ ∗htFE) | FE ∈ Vn−k} we have that B† = Vn−k ⊕ π∗
2ΛkT ∗∂Σ = B

i.e. condition (iii) is fulfilled.

This concludes our proof.

4 The Cauchy problem for the Faraday tensor

We have finally all the ingredients to prove our main theorem.

Proof of Theorem 1.1. On account of Lemma 2.2 we may reduce our problem to the initial-value
problem

S(FE , FB) = ((−1)(n−k)(k+1) ∗ht jB, ∗htζE) , (4.1a)
(FE , FB)|Σ0 = (F0,E , F0,B) (4.1b)
(FE , FB)|∂M ∈ B (4.1c)

11



subjected to the constraint equations

dΣ[β−1FE ] = (−1)n−kβ−1jE , dΣFB = ζB , ι∗
∂Σt

FE = 0 . (4.2)

Here F0,E,, F0,B denote the electric and magnetic component of the initial datum F0 ∈ Ωk(M).
Notice that the assumptions on the initial data F0 implies

(F0,E , F0,B) ∈ B , dΣ[β−1F0,E ] = 0 , dΣF0,B = 0 ,

Since S is symmetric hyperbolic and B is an admissible self-adjoint boundary condition for S, we
may apply [17, Thm. 1.2]. Notice that the compatibility conditions mentioned therein —cf. [17,
Eq. (4.3)]— are automatically fulfilled on account of our assumption that supp(F0) ∩ ∂M = ∅
and (supp(ζ) ∪ supp(j)) ∩ Σ0 = ∅.

Then [17, Thm. 1.2] guarantees the existence of a unique solution (FE , FB) ∈ Γ(Vn−k ⊕ Vk)
to (4.1). Moreover [17, Prop. 3.3] entails (1.2) and thus F ∈ Ωk

sc(M), where F = dt∧∗htFE +FB.
It remains to prove that (4.2) holds —notice that this would also prove that F ∈ Ωk

c,n(M).
In fact by direct inspection we find

L∂tdΣ[β−1FE ] = dΣL∂t [β−1FE ]
= (−1)(n−k+1)(k+1)

������d2
Σ[∗htβFB] + (−1)(n−k)(k+1)dΣ[β ∗ht jB] Eq. (2.2a)

= (−1)n−kL∂t [β−1jE ] Eq. (2.3)
L∂tdΣFB = dΣL∂tFB = �����d2

Σ[∗htFE ] + dΣ[∗htζE ] = L∂tζB Eq. (2.2b)
L∂tι

∗
∂Σβ−1FE = ι∗

∂ΣL∂t [β−1FE ] = 0 Eq. (2.2a) − (2.5) ,

where in the last equality we also used that n⌟j = 0 is equivalent to ι∗
∂Σ[∗htjB] = 0. The latter

equations proves that (4.2) is fulfilled once is fulfilled by the initial datum F0: This is the case
by assumption.

5 Existence of Green operators and pre-symplectic structures

In this section we establish the existence of the Green operators for the differential operator
D = δ + d acting on k-forms and with boundary conditions (1.1c). To this end, we will profit
from [3,11,17]. For later convenience we recall that Ωk

sfc(M) (resp. Ωk
spc(M)) denotes the space

of strictly future- (resp. past-) compactly supported k-forms that is, of all F ∈ Ωk(M) such that
supp(F ) ⊂ J−(K) (resp. supp(F ) ⊂ J+(K)) for a suitable compact subset K ⊂ M. We also
set Ωk

sc(M) := Ωk
sfc(M) ∪ Ωk

spc(M). Similarly Ωk
fc(M) (resp. Ωk

pc(M)) denotes the space of future-
(resp. past-) compactly supported k-forms that is, of all F ∈ Ωk(M) such that supp(F ) ∩ J+(x)
(resp. supp(F ) ∩ J−(x)) is compact for all x ∈ M. We set Ωk

tc(M) := Ωk
fc(M) ∪ Ωk

pc(M).

Proposition 5.1. Let k ∈ {0, . . . , n} and let D : Ωk(M) → Ωk−1(M)⊕Ωk+1(M) be the differential
operator Dω := δω + dω. There exists linear operators

G+
k : Ωk−1

c,n,δ(M) ⊕ Ωk+1
c,d (M) → Ωk

spc,n(M) , G−
k : Ωk−1

c,n,δ(M) ⊕ Ωk+1
c,d (M) → Ωk

sfc,n(M) ,
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which fulfil the following properties:

dG±
k (αk−1 ⊕ ζk+1) = ζk+1 (5.1)

δG±
k (αk−1 ⊕ ζk+1) = αk−1 (5.2)
G±

k (δωk ⊕ dωk) = ωk ∀ωk ∈ Ωk
c,n(M) (5.3)

supp G±
k (αk−1 ⊕ ζk+1) ⊆ J±[supp(αk−1) ∪ supp (ζk+1)] . (5.4)

Moreover, the G±
k can be extended to

G+
k : Ωk−1

spc,n,δ(M) ⊕ Ωk+1
spc,d(M) → Ωk

spc,n(M) , G−
k : Ωk−1

sfc,n,δ(M) ⊕ Ωk+1
sfc,d(M) → Ωk

sfc,n(M) , (5.5)

still preserving properties (5.1)-(5.4).
Finally, if Gk := G+

k − G−
k , then there exists a short exact sequence

{0} → Ωk
c,n(M) D−→ Ωk−1

c,n,δ(M) ⊕ Ωk+1
c,d (M) Gk−→ Ωk

sc,n(M) D−→ δΩk
sc,n(M) ⊕ dΩk

sc(M) → {0} . (5.6)

Proof. Let k ∈ {0, . . . , n}. Following [3, 11–13, 17], we define G+
k : Ωk−1

c,n,δ(M) ⊕ Ωk+1
c,d (M) →

Ωk
spc,n(M) so that G+

k (αk−1⊕ζk+1) is the unique solution ωk ∈ Ωk(M) to the initial-value problem
with boundary conditions

dωk = ζk+1 , δωk = αk−1 , n⌟ωk = 0 , ωk|Σ = 0 , (5.7)

where Σ is an arbitrary but fixed Cauchy surface such that J−(Σ)∩ [supp(αk−1)∪supp (ζk+1)] =
∅. Existence and uniqueness of G+

k (αk−1 ⊕ ζk+1) follows from Theorem 1.1, moreover, G+
k is

easily shown to be linear and independent on the chosen Σ. The map G−
k is similarly defined

by assigning vanishing Cauchy data on a Cauchy surface Σ so that J+(Σ) ∩ [supp(αk−1) ∪
supp (ζk+1)] = ∅.

Equations (5.1)-(5.2) follow from the definition of G±
k α while the inclusion (5.4) is a conse-

quence of (1.2). Finally, Equation (5.3) follows from the uniqueness of (5.7) together with the
condition n⌟ωk = 0. Notice that the latter condition is necessary for (5.3) as the latter equation
implies n⌟ωk = n⌟G±

k (δωk ⊕ dωk) = 0.
The extension (5.5) is obtained by using property (5.4), cf. [2, Thm. 3.8] whose proof we

mimic for the sake of self-containedness of the article. To wit, let αk−1 ∈ Ωk−1
spc,n,δ(M) and

ζk+1 ∈ Ωk+1
spc,d(M). We define G+

k (αk−1 ⊕ ζk+1) as follows —a similar argument goes for G−
k . For

fixed x ∈ M, let Kx := J−(x) ∩ [supp (αk−1 ⊕ ζk+1)]. Then Kx is compact and we may choose
χ ∈ C∞

c (M) such that χ|Kx = 1. For any such χ we set

G+
k (αk−1 ⊕ ζk+1)|x := G+

k (χαk−1 ⊕ χζk+1)|x . (5.8)

Note that supp (χ) being compact ensures that χαk−1 and χζk+1 are compactly supported.
Moreover, supp (d[χζk+1]) ∩ J−(x) = ∅ and similarly supp(δ[χαk−1]) ∩ J−(x) = ∅. On account
of property (5.4) this entails that G+

k (χαk−1 ⊕ χζk+1)|x is well-posed and defines the wanted
extension.
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The resulting map G+
k is independent on the particular choice of χ. Indeed, any pair of

functions χ, χ′ with the above properties fulfil supp[(χ−χ′)(αk−1⊕ζk+1)]∩J−(x) = ∅, therefore,
G+

k [χαk−1 ⊕ χζk+1]|x = G+
k [χ′αk−1 ⊕ χ′ζk+1]|x.

The χ-independence implies linearity of the resulting map G+
k . Indeed, if αk−1 ⊕ ζk+1,

α′
k−1 ⊕ ζ ′

k+1 are in Ωk−1
spc,n,δ(M) ⊕ Ωk+1

spc,d(M), then for all x ∈ M we may choose χ ∈ C∞(M) so
that χ = 1 on J−(x) ∩ [supp(αk−1 ⊕ ζk+1) ∪ supp(α′

k−1 ⊕ ζ ′
k+1)], thus

G+
k [(αk−1 + α′

k−1) ⊕ (ζk+1 + ζ ′
k+1)]|x = G+

k [(χαk−1 + χα′
k−1) ⊕ (χζk+1 + χζ ′

k+1)]|x
= G+

k [χαk−1 ⊕ χζk+1]|x + G+
k [χα′

k−1 ⊕ χζ ′
k+1]|x

= G+
k [αk−1 ⊕ ζk+1]|x + G+

k [α′
k−1 ⊕ ζ ′

k+1]|x .

Property (5.4) follows from Equation (5.8). The same holds for properties (5.2)-(5.1). Note also
that, because it is of vanishing order, the boundary condition n⌟G+

k (αk−1 ⊕ ζk+1) = 0 is also a
straightforward consequence of the definition of G+

k . For what concerns (5.3) we observe that,
for all ωk ∈ Ωk

spc,n(M) it holds

G+
k (δωk ⊕ dωk)|x = G+

k (χδωk ⊕ χdωk)|x = G+
k (δχωk ⊕ dχωk)|x = χωk|x = ωk|x ,

where we used supp(dχ) ∩ supp(αk−1 ⊕ ζk+1) ∩ J−(x) = ∅.
We now prove the exactness of (5.6). To begin with, notice that if αk ∈ Ωk

c,n(M) is such
that Dαk = 0 —i.e. δαk = 0 and dαk = 0— then we have αk = G+

k (δαk, dαk) = 0: This shows
exactness in the first arrow of (5.6).

If αk ∈ Ωk
c,n(M) then GkDαk = G+

k (δαk, dαk) − G−
k (δαk, dαk) = αk − αk = 0, proving that

DΩk
c,n(M) ⊂ ker Gk. Conversely, if αk−1 ⊕ ζk+1 ∈ Ωk−1

c,n,δ(M) ⊕ Ωk
c,d(M) is such that Gk(αk−1 ⊕

ζk+1) = 0 then G+
k (αk−1 ⊕ ζk+1) = G−

k (αk−1 ⊕ ζk+1) ∈ Ωk
c,n(M) is such that

DG+
k (αk−1 ⊕ ζk+1) = δG+

k (αk−1 ⊕ ζk+1) + dG+
k (αk−1 ⊕ ζk+1) = αk−1 ⊕ ζk+1 .

This proves exactness of (5.6) in the second arrow.
Let αk−1 ⊕ ζk+1 ∈ Ωk−1

c,n,δ(M) ⊕ Ωk+1
c,d (M): Then δGk(αk−1 ⊕ ζk+1) = δG+

k (αk−1 ⊕ ζk+1) −
δG−

k (αk−1 ⊕ ζk+1) = αk−1 − αk−1 = 0, and similarly dGk(αk−1 ⊕ ζk+1) = 0. This shows that
DGk(αk−1 ⊕ ζk+1) = 0 and thus Gk[Ωk−1

c,n,δ(M) ⊕ Ωk+1
c,d (M)] ⊂ ker D. Moreover, let ωk ∈ Ωk

sc,n(M)
be such that Dωk = 0. Consider a function χ ∈ C∞(M) such that dχ ∈ span dt and such
that χ(t) = 1 for t ≥ t0, t0 ∈ R being arbitrary, and χ(t) = 0 for t ≤ −t0. Let ω+

k := χωk and
ω−

k := (1−χ)ωk. Then ω+
k ∈ Ωk

spc,n(M) and ω−
k ∈ Ωk

sfc,n(M). Moreover, δω+
k = −δω−

k ∈ Ωk−1
c,n (M)

and similarly dω±
k ∈ Ωk+1

c (M). Finally

Gk(δω+
k ⊕ dω+

k ) = G+
k (δω+

k ⊕ dω+
k ) − G−

k (δω+
k ⊕ dω+

k )
= G+

k (δω+
k ⊕ dω+

k ) + G−
k (δω−

k ⊕ dω−
k )

= ω+
k + ω−

k

= ωk ,
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where we used the extension (5.5). This shows exactness in the third arrow of (5.6).
Finally, let αk ∈ Ωk

sc,n(M) and βk ∈ Ωk
sc(M). We wish to prove the existence of ωk ∈ Ωk

sc,n(M)
such that Dωk = δαk ⊕ dβk, that is, δωk = δαk and dωk = dβk. To this avail, we consider
χ ∈ C∞(M) as above and let αk = α+

k + α−
k , where α+

k := χαk−1 and α−
k := (1 − χ)α−

k and
similarly βk = β+

k + β−
k . Notice that, per construction α+

k ∈ Ω+
spc,n(M), α−

k ∈ Ωk
sfc,n(M) and

similarly β+
k ∈ Ωk

spc(M) and β−
k ∈ Ωk

sfc(M). We then set ωk := G+
k (δα+

k ⊕dβ+
k )+G−

k (δα−
k ⊕dβ−

k ).
Per definition ωk ∈ Ωk

sc,n(M), moreover, Dωk = δα+
k ⊕ dβ+

k + δα−
k ⊕ dβ−

k = δαk ⊕ dβk, where we
used the extension (5.5). This shows exactness of (5.6) in the fourth and last arrow.

Remark 5.2. From (5.5) it follows that the causal propagator Gk extends to a linear map
Gk : Ωk−1

tc,n,δ(M) ⊕ Ωk+1
tc,d (M) → Ωk

n(M), cf. [2, Thm. 3.8]. Furthermore, one may generalize the
exact sequence (5.6) by relaxing the compactness support assumption to timelike compactness,
while dropping the spacelike compactness condition:

{0} → Ωk
tc,n(M) D−→ Ωk−1

tc,n,δ(M) ⊕ Ωk+1
tc,d (M) Gk−→ Ωk

n(M) D−→ δΩk
n(M) ⊕ dΩk(M) → {0} . (5.9)

The exactness of (5.6) leads to the following isomorphism, which provides a complete de-
scription of the solution space to Maxwell’s equations by generalizing the well-known situation
on a globally hyperbolic spacetime without boundary:

Solksc,n(M) := {Fk ∈ Ωk
sc(M) | δFk = 0 , dFk = 0 , n⌟Fk = 0} (5.10)

≃ Gk[Ωk−1
c,n,δ(M) ⊕ Ωk+1

c,d (M)] ≃
Ωk−1

c,n,δ(M) ⊕ Ωk+1
c,d (M)

DΩk
c,n(M) . (5.11)

5.1 Causal propagator and the pre-symplectic structure

We conclude the paper by endowing the space of homogeneous solutions to the Faraday Cauchy
problem with a pre-symplectic form. The latter is constructed out of the causal propagators
{Gk}n

k=1 introduced in Proposition 5.1. The resulting pre-symplectic structure requires to con-
sider all k-forms at once in a non-trivial fashion. To this avail we set Ω⊕(M) := ⊕n

k=0Ωk(M): An
element of this latter space will be denoted by F =

∑n
k=0 Fk, Fk ∈ Ωk(M). The natural pairing

Ω⊕(M)2 → R inherited from the pairings on Ωk(M) is denoted by (· , ·)⊕. Let

S := {F ∈ Ω⊕
sc,n(M) | DF = 0} (5.12)

= {F ∈ Ω⊕
sc(M) | Fk ∈ Ωk

sc,n(M) , dFk = 0 , δFk = 0 , ∀k ∈ {0, . . . , n}} . (5.13)

Notice that F0 = 0, moreover,

(DF (1), F (2))⊕ = (F (1), DF (2))⊕ ∀F (1), F (2) ∈ Ω⊕
n (M) , supp(F (1)) ∩ supp(F (2)) compact .

(5.14)

A direct application of Proposition 5.1 leads to the following isomorphism of vector spaces:
n⊕

k=1

Ωk−1
c,n,δ(M) ⊕ Ωk+1

c,d (M)
DΩk

c,n(M) ≃
n⊕

k=1
Solksc,n(M) = S α ⊕ ζ 7→ G (α ⊕ ζ) , (5.15)
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where G := ⊕n
k=1Gk.

Proposition 5.3. With the notation introduced above, let σS : S × S → R be defined by

σS(F (1), F (2)) := (DF (1),+, F (2))⊕ , (5.16)

where F (1) = F (1),+ + F (1),−, F (1),+ ∈ Ω⊕
sfc,n(M), F (1),− ∈ Ω⊕

spc,n(M), is an arbitrary decompo-
sition of F (1) in strictly future/past compactly supported forms.

Then σS is a well-defined pre-symplectic structure on S. Moreover, if M admits a finite good
cover [9,19] it holds

σS(·, F ) = 0 ⇐⇒ F = dA = δB , (5.17)

where A ∈ Ω⊕
sc(M) and B ∈ Ω⊕

sc,n(M) —in particular A ∈ Ω⊕
sc(M) is such that δdA = 0 and

n⌟dA = 0.

Proof. We adapt the arguments of [5, 11] to the current case. To begin with, we observe that a
decomposition of the form F = F + + F − can always be realized by multiplying F by a suitable
time-dependent function χ ∈ C∞(M): Notice that this also preserves the boundary conditions.
Moreover, if DF = 0 then DF + = −DF −, therefore, DF + ∈ Ω⊕

c (M). This implies that the
pairing (DF (1),+, F (2))⊕ is well-defined for all F (1), F (2) ∈ S.

Next we observe that F (1), F (2) 7→ (DF (1),+, F (2))⊕ is in fact independent on the splitting
F (1) = F (1),+ + F (1),−. Indeed, if F (1) = F (1),+′ + F (1),−′ is another such splitting we have
F (1),+′ − F (1),+ = F (1),− − F (1),−′ which ensures that F (1),+′ − F (1),+ ∈ Ωk

c,n(M). This implies
that

(DF (1),+′, F (2))⊕ − (DF (1),+, F (2))⊕ = (D(F (1),+′ − F (1),+), F (2))⊕

= (F (1),+′ − F (1),+, DF (2))⊕ = 0 ,

where we applied Equation (5.14).
Thus, the map σS : S2 → R is well-defined and readily bilinear. We now prove that it is skew-

symmetric, therefore, it provides a pre-symplectic structure on S. To this avail let F (1), F (2) ∈ S

and consider two decompositions F (j) = F (j),+ + F (j),−, j ∈ {1, 2}, as above. Then repeatedly
using Equation (5.14) we have

σS(F (1), F (2)) = (DF (1),+, F (2))⊕

= (DF (1),+, F (2),+)⊕ + (DF (1),+, F (2),−)⊕

= −(DF (1),−, F (2),+)⊕ + (F (1),+, DF (2),−)⊕

= −(F (1),−, DF (2),+)⊕ − (F (1),+, DF (2),+)⊕

= −(F (1), DF (2),+)⊕ = −σS(F (1), F (2)) .
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Finally, let assume that M has a finite cover and let F ∈ S be such that σS(F ′, F ) = 0. We
observe that each component Fk of F ∈ S induces an element, still denoted by Fk, of the dual
space Hk,c,n(M)∗ where

Hk,c,n(M) :=
{αk ∈ Ωk

c,n(M) | δαk = 0}
δΩk+1

c,n (M)
.

Indeed Fk([αk]) := (αk, Fk) is well-defined for all [α] ∈ Hk,c,n(M) on account of the identity
(δβk+1, Fk) = (βk+1, dFk) = 0 for all βk+1 ∈ Ωk+1

c,n (M). Notice that, since M has a good cover,
Hk,c,n(M)∗ ≃ Hk(M), where Hk(M) is the standard k-th de Rham cohomology group, cf. [9, 19]
and [11, App. C]. A similar argument shows that the assignment αk 7→ Fk([ζk]) := (ζk, Fk)
defines an element in Hk

c (M)∗ ≃ Hk,n(M).
On account of (5.15) we have

F ′ = G(α ⊕ ζ) , α ⊕ ζ ∈
n⊕

k=1

Ωk−1
c,n,δ(M) ⊕ Ωk+1

c,d (M)
DΩk

c,n(M) .

Thus, we may set F ′,+ := G+(α ⊕ ζ) which leads to

σS(F ′, F ) = (DG+(α ⊕ ζ), F )⊕ = (α ⊕ ζ, F )⊕ .

The condition σS(F ′, F ) = 0 and the arbitrariness of α implies in particular that (αk, Fk) = 0
for all αk ∈ Ωk

c,n,δ(M) and k ∈ {0, . . . , n}. This entails that Fk = 0 ∈ Hk,c,n(M)∗ ≃ Hk(M),
that is, Fk = dAk−1: Thus, F = dA. With a similar argument, the arbitrariness of ζ leads
to (ζk, Fk) = 0 for all ζk ∈ Ωk

c,d(M) which implies Fk = 0 ∈ Hk
c (M)∗ ≃ Hk,n(M), therefore

Fk = δBk+1 for Bk+1 ∈ Ωk+1
n (M).

Conversely, by direct inspection any element F ∈ S such that F = dA = δB for B ∈ Ω⊕
n (M)

fulfils σS( , F ) = 0.

Remarks 5.4.

1. The pre-symplectic form σS involves forms of different degrees in a non-trivial fashion.
In particular, this spoils the possibility of inducing a pre-symplectic form on a single
component of F ∈ S. At its core, this difficulty is due to the different degrees in the
domain and codomain of the operators G±

k , cf. Proposition 5.1. Moreover, the degeneracy
space of σS coincides with the space of spacelike solutions to Maxwell’s equation for the
electromagnetic potential [11, Def. 28]. These two facts do not allow a clear physical
interpretation of the resulting structure.
For the purpose of quantizing the solution space Solksc,n(M) for fixed k it is likely more
appropriate to proceed as in [12], which is based on the connection with the solution
space to the wave operator □. For the case at hand, such connection would require the
identification of appropriate boundary conditions which guarantee formal self-adjointness
of □. The latter can be easily determined by observing that any F ∈ Solksc,n(M) fulfils
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n⌟F = 0 as well as n⌟dF = 0. Moreover, (□αk, βk) = (αk,□βk) if αk, βk ∈ Ωk(M) are such
that supp(αk) ∩ supp(βk) is compact and n⌟αk = n⌟βk = 0 as well as n⌟dαk = n⌟dβk = 0.
Forms abiding by these boundary conditions were investigated in [11], which deals with the
quantization of the electromagnetic vector potential in the framework of gauge theories.

2. Similarly to [5,11] one may promote the isomorphism of vector spaces (5.15) to an isomor-
phism of pre-symplectic vector spaces. This requires to define a pre-symplectic form

ςS :
(

n⊕
k=1

Ωk−1
c,n,δ(M) ⊕ Ωk+1

c,d (M)
DΩk

c,n(M)

)2

→ R

ςS(α(1) ⊕ ζ(1), α(2) ⊕ ζ(2)) := (α(1) ⊕ ζ(1), G(α(2) ⊕ ζ(2)))⊕ ,

from which σS(G(α(1) ⊕ ζ(1)), G(α(2) ⊕ ζ(2))) = ςS(α(1) ⊕ ζ(1), α(2) ⊕ ζ(2)) follows by decom-
posing G(α(1) ⊕ ζ(1)) = G+(α(1) ⊕ ζ(1)) − G−(α(1) ⊕ ζ(1)) together with the observation
that DG+(α(1) ⊕ ζ(1)) = α(1) ⊕ ζ(1).
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